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bearch of a pure scienti f ic and funda-
nental character, and in research 
essential ly related thereto' . It acts as a 
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aws governing the structure of matter. 
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Computers:why ? 

Comment 
This month we have a special issue 
devoted to computers at CERN, it up­
dates the previous review of this 
broad and varied topic which 
appeared in September 1967. Since 
then, the role of computers in the 
work of our Laboratory (which can be 
taken as typical of all the big high 
energy physics Laboratories) has 
continued to extend — in the physics 
itself, in the conduct of experiments, 
in the measurement of film from 
bubble chambers, in the operation of 
accelerators and large dectectors, in 
Laboratory administration. New 
applications have been found, old 
applications have been further 
developed. It remains true that high 
energy physics could not have 
sustained its rate of progress without 
the parallel development of computers 
and of our abilities in using them. 
The content of this issue will give a 
good idea of the important part they 
play in the life of CERN. 

Despite our obsession with 
computers, we must intervene with a 
brief announcement on another topic. 
On 1 March, beam was accelerated to 
the design energy of 200 GeV in the 
proton synchrotron at the National 
Accelerator Laboratory, Batavia, USA. 
NAL now takes over from the 
Institute of High Energy Physics at 
Serpukhov, USSR, whose 76 GeV 
machine has held pride of place 
since 1967 as the highest energy 
accelerator in the world. We send 
our congratulations to Professor 
R.R. Wilson, Director of NAL, and his 
team on this great achievement 
which we will be celebrating at length 
in the next issue of CERN COURIER. 

CERN is the favourite showpiece of 
international co-operation in advan­
ced scientific research. The public at 
large is, by now, quite used to the 
paradox of CERN's outstandingly 
large-scale electromagnetic machines 
(accelerators) being needed to inves­
tigate outstandingly small-scale phy­
sical phenomena. A visitor finds it 
natural that this, largest-in-Europe, 
centre of particle research should 
possess the largest, most complex 
and costly accelerating apparatus. 

But when told that CERN is also 
the home of the biggest European 
collection of computers, the layman 
may wonder: why is it precisely in 
this branch of knowledge that there 
is so much to compute ? Some scien­
ces such as meteorology and demo­
graphy appear to rely quite naturally 
on enormously vast sets of numerical 
data, on their collection and manipu­
lation. But high energy physics, not so 
long ago, was chiefly concerned with 
its zoo of 'strange particles' which 
were hunted and photographed like 
so many rare animals. This kind of 
preoccupation seems hardly consist­
ent with the need for the most power­
ful ' number crunchers'. 

Perplexities of this sort may arise 
if we pay too much attention to the 
(still quite recent) beginnings of the 
modern computer and to its very 
name. Electronic digital computers 
did originate in direct descent from 
mechanical arithmetic calculators; yet 
their main function today is far more 
significant and universal than that 
suggested by the word ' computer 
The French term ' ordinateur' or the 
Italian ' elaboratore ' are better suited 
to the present situation and this re­
quires some explanation. 

What is a computer ? 

When, some forty years ago, the first 
attempts were made to replace num­
ber-bearing cogwheels and electro-

L. Kowarski 
mechanical relays by electronic cir­
cuits, it was quickly noticed that, not 
only were the numbers easier to 
handle if expressed in binary notation 
(as strings of zeros and ones) but 
also that the familiar arithmetical oper­
ations could be presented as com­
binations of two-way (yes or no) logi­
cal alternatives. It took some time to 
realize that a machine capable of 
accepting an array of binary-coded 
numbers, together with binary-coded 
instructions of what to do with them 
(stored program) and of producing 
a similarly coded result, would also 
be ready to take in any kind of coded 
information, to process it through a 
prescribed chain of logical operations 
and to produce a structured set of 
yes-or-no conclusions. Today a digital 
computer is no longer a machine pri­
marily intended for performing numeri­
cal calculations ; it is more often used 
for non-numerical operations such as 
sorting, matching, retrieval, construc­
tion of patterns and making decisions 
which it can implement even without 
any human intervention if it is directly 
connected to a correspondingly struc­
tured set of open-or-closed switches. 

Automatic 'black boxes' capable of 
producing a limited choice of res­
ponses to a limited variety of input 
(for example, vending machines or 
dial telephones) were known before ; 
their discriminating and logical capa­
bilities had to be embodied in their 
rigid internal hardware. In compari­
son, the computer can be seen as 
a universally versatile black box, 
whose hardware responds to any se­
quence of coded instructions. The 
complication and the ingenuity are 
then largely transferred into the writ­
ing of the program. 

The new black box became virtually 
as versatile as the human brain ; at 
the same time it offered the advan­
tages of enormously greater speed, 
freedom from error and the ability to 
handle, in a single operation, any 
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desired volume of incoming data and 
of ramified logical chains of instruc­
tions. In this latter respect the limit 
appears to be set only by the size 
(and therefore the cost) of the com­
puter, i.e. by the total number of 
circuit elements which are brought 
together and interconnected in the 
same computing assembly. 

High energy physics 
as a privileged user 

We are only beginning to discover and 
explore the new ways of acquiring 
scientific knowledge which have been 
opened by the advent of computers. 
During the first two decades of this 
exploration, that is since 1950, particle 
physics happened to be the most 
richly endowed domain of basic re­
search. Secure in their ability to pay, 
high energy physicists were not slow 
to recognize those features of their 
science which put them in the fore­
front among the potential users of the 
computing hardware and software in 
all of their numerical and non-numer­
ical capabilities. The three most re­
levant characteristics are as follows : 
1, Remoteness from the human scale 
of natural phenomena : Each indivi­
dual 'event' involving sub-nuclear par­
ticles takes place on a scale of space, 
time and momentum so infinitesimal 
that it can be made perceptible to 
human senses only through a lengthy 
and distorting chain of larger-scale 
physical processes serving as ampli­
fiers. The raw data supplied by a high 
energy experiment have hardly any 
direct physical meaning ; they have to 
be sorted out, interpreted and re-cal­
culated before the experimenter can 
see whether they make any sense at 
all — and this means that the pro­
cessing has to be performed, if possi­
ble, in the ' real t ime ' of the experi­
ment in progress, or at any rate at 
a speed only a computer can supply. 
2. The rate and mode of production 

of physical data : Accelerating and 
detecting equipment is very costly and 
often unique ; there is a considerable 
pressure from the user community and 
from the governments who invest in 
this equipment that it should not be 
allowed to stand idle. As a result, 
events are produced at a rate far 
surpassing the ability of any human 
team to observe them on the spot. 
They have to be recorded (often with 
help from a computer) and the re­
cords have to be scanned and sifted 
— a task which, nowadays, is usually 
left to computers because of its sheer 
volume. In this way, experiments in 
which a prolonged ' run ' produces a 
sequence of mostly trivial events, with 
relatively few significant ones mixed 
in at random, become possible with­
out wasting the valuable time of com­
petent human examiners. 
3. High statistics experiments : As the 
high energy physics community be­
came used to computer-aided pro­
cessing of events, it became possible 
to perform experiments whose phy­
sical meaning resided in a whole 
population of events, rather than in 
each taken singly. In this case the 
need grew from an awareness of 
having the means to satisfy the need ; 
a similar evolution may yet occur in 
other sciences (e.g. those dealing 
with the environment), following the 
currents of public attention and possi­
bly de-throning our physics from pre­
eminence in scientific computation. 

Modes of application 

In several articles of this COURIER 
issue, computer uses at CERN are 
reviewed from the point of view of 
the user (theoretical physics, pro­
cessing of data from track chambers, 
administration, etc.) ; in some others, 
a special-purpose facility is described. 
In order to stress here our main point, 
which is the versatility of the modern 
computer and the diversity of its 

applications in a single branch of phy­
sical research, we shall classify all 
the ways in which the ' universal black 
box ' can be put to use in CERN's 
current work into eight ' modes of 
appl icat ion' (roughly corresponding 
to the list o f 1 methodologies ' adopted 
in 1968 by the U.S. Association for 
Computing Machinery) : 
1. Numerical mathematics 
This mode is the classical domain of 
the ' computer used as a computer ' 
either for purely arithmetic purposes 
or for more sophisticated tasks such 
as the calculation of less common 
functions or the numerical solution 
of differential and integral equations. 
Such uses are frequent in practically 
every phase of high energy physics 
work, from accelerator design to 
theoretical physics, including such 
contributions to experimentation as 
the kinematic analysis of particle 
tracks and statistical deductions from 
a multitude of observed events. 
2. Data processing 
Counting and measuring devices used 
for the detection of particles produce 
a flow of data which have to be re­
corded, sorted and otherwise handled 
according to appropriate procedures. 
Between the stage of the impact of a 
fast-moving particle on a sensing de­
vice and that of a numerical result 
available for a mathematical comput­
ation, data processing may be a com­
plex operation requiring its own hard­
ware, software and sometimes a 
separate computer. Numerous exam­
ples of such processing systems will 
be described in other articles appear­
ing in this issue (in particular those 
on major uses in the physics pro­
gramme and on the Omega/SFM and 
ERASME computer systems). 
3. Symbolic calculations 
Elementary logical operations which 
underline the computers' basic capa­
bilities are applicable to all sorts of 
operands such as those occurring in 
algebra, calculus, graph theory, etc. 
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High-level computer languages such 
as LISP are becoming available to 
tackle this category of problems 
which, at CERN, is encountered 
mostly in theoretical physics but, in 
the future, may become relevant in 
many other domains such as appa­
ratus design, analysis of track confi­
gurations, etc. 
4. Computer graphics 
Computers may be made to present 
their output in a pictorial form, usually 
on a cathode-ray screen. Graphic out­
put is particularly suitable for quick 
communication with a human observ­
er and intervener (see the articles 
on interactive computing). Main ap­
plications at present are the study of 
mathematical functions for the pur­
poses of theoretical physics, the de­
sign of beam handling systems and 
Cherenkov counter optics and statis­
tical analysis of experimental results. 
5. Simulation 
Mathematical models expressing 'real 
world' situations may be presented 
in a computer-accessible form, com­
prising the initial data and a set of 
equations and rules which the modell­
ed system is supposed to follow in 
its evolution. Such ' computer experi­
ments' are valuable for advance test­
ing of experimental set-ups and in 
many theoretical problems. Situations 
involving statistical distributions may 
require, for their computer simulation, 
the use of computer—generated 
random numbers during the calcu­
lation. This kind of simulation, known 
as the Monte-Carlo method, is widely 
used at CERN. 
6. File management and retrieval 
As a big organization, CERN has 
its share of necessary paper-work 
including administration (personnel, 
payroll, budgets, etc.), documentation 
(library and publications) and the 
storage of experimental records and 
results. Filing and retrieval of infor­
mation tend nowadays to be compu­
terized in practically every field of 

organized human activity ; at CERN, 
these pedestrian applications add up 
to a non-negligible fraction of the 
total amount of computer use. 
7. Pattern recognition 
Mainly of importance in spark-cham­
ber and bubble-chamber experiments 
— the reconstruction of physically co­
herent and meaningful tracks out of 
computed coordinates and track ele­
ments is performed by the computer 
according to programmed rules. 
8. Process control 
Computers can be made to follow any 
flow of material objects through a 
processing system by means of sens­
ing devices which, at any moment, 
supply information on what is happen­
ing within the system and what is 
emerging from it. Instant analysis of 
this information by the computer may 
produce a ' recommendation of an 
adjustment' (such as closing a valve, 
modifying an applied voltage, etc.) 
which the computer itself may be able 
to implement. Automation of this kind 
is valuable when the response must 
be very quick and the logical chain 
between the input and the output is 
too complicated to be entrusted to 
any rigidly constructed automatic de­
vice. At CERN the material flow to be 
controlled is usually that of charged 
particles (in accelerators and beam 
transport systems) but the same 
approach is applicable in many do­
mains of engineering, such as vacuum 
and cryogenics. 

Centralization versus autonomy 

The numerous computers available at 
CERN are of a great variety of sizes 
and degrees of autonomy, which re­
flects the diversity of their uses. No 
user likes to share his computer with 
any other user; yet some of his pro­
blems may require a computing sys­
tem so large and costly, that he 
cannot expect it to be reserved for his 
exclusive benefit nor to be kept idle 

when he does not need it. The 
biggest computers available at CERN 
must perforce belong to a central ser­
vice, accessible to the Laboratory as 
a whole. In recent years, the main 
equipment of this service has consist­
ed of a CDC 6600 and CDC 6500. The 
recent arrival of a 7600 (coupled with 
a 6400) will multiply the centrally 
available computing power by a factor 
of about five and these central in­
stallations are the main topic of the 
next article on computing at CERN. 

For many applications much smaller 
units of computing power are quite 
adequate. CERN possesses some 80 
other computers of various sizes, 
some of them for use in situations 
where autonomy is essential (for 
example, as an integral part of an 
experimental set-up using electronic 
techniques or for process control in 
accelerating systems). 

In some applications there is need 
for practically continuous access to 
a smaller computer together with 
intermittent access to a larger one. 
A data-conveying link between the 
two may then become necessary; 
CERN examples of this mode of use 
are described in the article on the 
FOCUS system. 

Conclusion 

The foregoing remarks are meant to 
give some idea of how the essential 
nature of the digital computer and that 
of high energy physics have blended 
to produce the present prominence of 
CERN as a centre of computational 
physics. The detailed questions of 
' how ' and ' what fo r ' are treated in 
the other articles of this issue concre­
tely enough to show the way for 
similar developments in other bran­
ches of science. In this respect, as in 
many others, CERN's pioneering in­
fluence may transcend the Organi­
zation's basic function as a centre of 
research in high energy physics. 

61 



Computing at CERN 
A review of the past, present and future of 
computing at CERN concentrating on the large 
central computers which bear the brunt 
of CERN's workload. 

The Past 

Computing at CERN started in the 
Autumn of 1958 with the installation of 
a Ferranti Mercury, which was, for its 
time, a modern and powerful Euro­
pean-built computer. It was bought to 
provide data-handling facilities for 
CERN's physics programme. Its in­
stallation taught CERN that computers 
are a mixed blessing, requiring a staff 
of experts to nurse them along parti­
cularly during their first year or so of 
life, but, despite the problems, physi­
cists quickly became addicted to 
computing and could not get enough. 

The increase in workload from 
bubble chamber and electronics ex­
periments at the proton synchrotron 
early in 1960, meant that the Mercury 
was saturated before its successor 
arrived. This was an IBM 709 which 
provided a four-fold increase in com­
puting capacity. Since it was a well 
established machine, CERN was 

D. Ball 
spared a painful running-in period. 
The FORTRAN era came with it. The 
problem of the mismatch of me­
chanical input/output speed to that 
of electronic computation soon be­
came apparent and a small ' satellite ' 
computer, an IBM 1401, was installed 
to relieve the 709 of some of the 
drudgery. In 1962 a flying spot digit­
izer to measure bubble chamber film 
was connected to the IBM 709 — the 
first use of computers on-line at 
CERN. 

By mid-1963, the 709 was saturated 
and was replaced in September of 
that year by an IBM 7090 which gave 
another increase of four in computing 
capacity. This changeover was pain­
less for the users as the new machine 
was completely compatible with the 
709 and no programming changes 
were required. It also involved no 
change in the mode of operation, 
one program completed its comput­
ing cycle before another started. 

Inside the computer room where the CDC 6600 
has served as CERN's main computer. To the 
left and in the background are magnetic tape 
units. In the foreground is the console where 
the operators are in communication with the 
computer's operating system. On the displays 
they can see which programs are running 
at that time and also the various stage which 
the programs going through the computer have 
reached. 

The growth in demand for com­
puting at CERN continued unabated, 
amounting to a doubling each year, 
and this situation, plus the increasing 
importance of computers in the work 
of the Laboratory, necessitated a jump 
in computing capacity preferably of 
the order of a factor of ten. The only 
computer which could give this in­
crease was the Control Data Corpo­
ration 6600 and, in March 1964, CERN 
placed its order. The 6600 was 
delivered at the beginning of 1965. It 
was one of the first of the series and 
problems came with it. The effect on 
the Laboratory's computing was eased 
by using outside computing facilities 
but the development plans for com­
puting services around the 6600 were 
delayed for at least two years. 

This computer also brought the 
wonderland of multiprogramming as 
the next stage in the continuing battle 
to bridge the gap between computing 
and input/output speeds. In order to 
provide increased capacity and a 
more reliable service, the CDC 6400, 
a smaller compatible brother of the 
6600 was installed in April 1967. 

About the same time manufacturers 
were asked to send information on 
their future products and technical 
discussions were started. CERN 
estimated its future needs as a sys­
tem which had a potential capacity 
by the years 1974-75 of ten times 
that then installed and the discussion 
revealed that several firms had plans 
to make machines larger than the 
CDC 6600. However the possibility of 
getting a new, large, well-proven ma­
chine by 1970 was very unlikely and 
CERN obviously wanted to avoid any 
repeat of its 6600 experience. A fur­
ther conclusion from the studies was 
that the new system should be based 
on two compatible machines with an 
interval of two to three years between 
their purchase. Thus it was decided 
to go for an interim solution, either 
by extending the CDC 6000 system or 
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CERN's new central computer, a CDC 7600, was 
flown into Geneva airport mid-February and 
can be seen being unloaded from the plane and 
being wheeled across the tarmac. 

by choosing a medium-sized machine 
from another manufacturer, the me­
dium-sized machine to be compatible 
with a larger .machine. The first solu­
tion was adopted and at the end of 
1969 the CDC 6400 was upgraded by 
increasing the memory and adding a 
second processor, converting it into a 
6500- Extra disk and drum capacity 
were also added. 

In the summer of 1969, there was 
a further investigation to see what 
large computers would be available 
for delivery by the end of 1971. The 
most economic solution proved to be 
a CDC 7600 which has a computing 
capacity about five times that of the 
6600. There is still no computer on the 
European market providing com­
parable capacity. With the slowing 
down of the expansion of Laboratory 
I since the construction of the big 
new accelerator was approved, it is 
estimated that CERN will need a 
second 7600 in 1976 rather than 1974 
or 1975. (Laboratory II, incidentally, is 
a customer of Laboratory I for its 
large-scale computing). Overall, the 
demand for computing is continuing 
to grow but the rate of growth has at 
least slackened off from a doubling 
every year, which was the case 
through to the mid-60s, to a doubling 
about every two years. 

The Present 

The present central computing ser­
vice operates 24 hours per day, seven 
days per week including most holi­
days. It is still predominately ' batch-
oriented ' with the main programming 
languages being FORTRAN and 
assembly language. A very large pro­
gram and subroutine library is avail­
able on disk in re-locatable form, and 
a tape library of some 35 000 labelled 
tape reels is maintained close to the 
two computers. 

Batch input/output using card 
readers and line printers is via three 
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remote self-operated input/output sta­
tions (RIOS) as well as by card 
readers and line printers located at 
the central computers themselves. In 
addition, there is a car delivery 
service to a number of remote parts of 
CERN. 

Semi-interactive facilities are avail­
able on the FOCUS system which is 
implemented on a CDC 3100 with 
channel-to-channel connections to the 
CDC 6500 and 6600. FOCUS was devel­
oped to provide economic facilities for 
quick sampling of experimental data 
(collected by small process com­
puters) at the central computers. Thus 
the 3100 has direct data-links to the 
experimental halls. It has much wider 
application, however, since it allows 
about twenty users simultaneously to 
manipulate files at terminals and 
transfer job input files to either 6000 
machine for processing (with priority 
if appropriate) and receive job output 
files back at their terminals. AM termi­

nals are connected to the CDC 3100 
via a Hewlett Packard 2116B 
computer. 

An interactive display is attached 
to the 6600 via a Ferranti Argus 500 
computer and is used for interactive 
work which requires the computing 
power of the 6600. For graphics work 
requiring less computing a CDC 3200 
is available which has a large CDC 
interactive display attached. It is used 
particularly for the re-measurement of 
bubble chamber events which have 
been rejected by the off-line chain 
of programs. 

Over the last two years or so an 
interesting change has taken place 
in the manner in which many users 
run their jobs. With the introduction 
of FOCUS on a wider scale, a number 
of users changed their working habits. 
Keeping their programs in the perma­
nent storage system of FOCUS, chan­
ges were made directly to this 
version rather than to the card deck. 
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The CDC 7600 'main frame' being installed at 
CERN. It will increase the computing capacity, 
in comparison with the 6600, by a factor of about 
five. 

With direct access via the 3100, pro­
grammers could obtain a larger num­
ber of 'debug runs' than was possible 
with the operator input/output system. 
Also a number of new applications 
became practical — for example, 
maintaining equipment inventories 
which required frequent changes and 
periodic listings. 

The addition of the remote input/ 
output stations which took place in 
1971 brought about a further major 
change. The RIOS eliminated the 
delay introduced by waiting for oper­
ator intervention and users can now 
obtain many more runs per day. 
Within a very short time a substantial 
proportion of the total number of jobs 
was being fed to the 6500 and 6600 
via FOCUS and the RIOS and already 
fifty percent is input by the user him­
self. The number of short jobs has 
rapidly increased, at present nearly 
9000 jobs are processed each week, 
needing 5000 tapes to be mounted. 

The Future 

On 15 February the new central com­
puter, a CDC 7600, was shipped to the 
site. The future of large-scale com­
puting at CERN for the next few years 
centres around this machine which 
is expected to be operational by the 
end of March. The arithmetic power 
of the computer is such that it can 
perform an addition in 110 ns, and a 
multiplication in 137.5 ns. As with the 
6600, many instructions can be in 
process at any time. The effective 
rate of executing instructions is 
around 20 million per second. It is 
instructive, confronted by these figures 
which represent one of the most 
advanced computer systems now 
available, to remember that just 
thirteen years ago with the Mercury 
the 'add' time was 180 ^s and only 
one instruction could be in progress 
at any one time. 

The 7600 has two ferrite core 

memories, one of 65 K words of 60 
bits plus 5'parity bits, and the other 
of 512 K words of 60 bits plus 4 parity 
bits. Programs are executed in the 
smaller memory, but can transfer infor­
mation between the two cores at a 
rate in excess of 36 million words 
per second. Input and output oper­
ations are carried out via small peri­
pheral computers with access to part 
of the small core memory. 

The problem once again, however, 
is to feed the information between 
the processor and the outside world 
at a sufficient rate since, in general, 
the peripheral equipment is very simi­
lar in speed to that of the 6600 (in 
some cases it is the same equipment). 
The one exception is a very fast fixed 
disk (a 7638) with a large capacity 
and fast transfer rate. Thus CERN has 
decided that the only peripheral 
equipment attached directly to the 
7600 shall be two of these disks. All 
other peripheral equipment will be 
attached initially to a 'front-end' CDC 
6400 computer which is connected to 
the 7600 by a high-speed link. As a 
result all program input/output is be­
tween large core buffers and the 
7638s. Thus all files must be created 
on the disk whether they be ultimately 
cards, printed output, magnetic tape 
input and output or permanent files 
residing on a multiple spindle disk 
drive. 

Copying between the 7638 disk and 
the external media will be taken care 
of by the system and is called stag­
ing'. This is not new for card input/ 
output and printed output (it is used 
on most large computers including 
the 6000 machines) but it is new (and 
unique) for complete magnetic tape 
reels or disk files. Only the very large 
capacity of the 7638 disk makes it 
possible to include magnetic tapes in 
the staging philosophy - one 7638 disk 
can hold about fifty complete tape 
reels. The advantage of staging every­
thing is that input/output for active 

jobs is done exclusively using a 
device with a very high instantaneous 
transfer rate (about fifty times that 
of the tape units). In fact a sequential 
scan of a large file on the 7638 is very 
fast, a complete reel requiring about 
ten seconds to read through. 

The peripheral equipment attached 
to the 'front end' 6400 reflects the 
way computing is expected to evolve 
at CERN (and elsewhere). The major 
items are : 
High speed 9-track units for densities 
up to 1600 bpi illustrating the conti­
nuing trend towards higher densities 
(the present units have densities up 
to 800 bpi) ; 
Multi-spindle disk drives to provide 
permanent file storage ; 
Remote input/output stations based on 
Computer Technology Model 10 Satel­
lite One computers consisting of 
processors with 8 K, 1.5 core 
memory, card reader and line printer. 
Five of these RIOS will be installed 
initially and are scheduled to be oper­
ational around the middle of this year. 
Another five will probably be installed 
later in the year. It is interesting to 
note that, although once again CERN 
was obliged to buy its large computer 
from the United States, the best value 
for money for RIOS was provided by 
a European manufacturer. An impor­
tant criterion in making the selection 
was the expandability of the stations 
since there is a clear need to attach 
other peripherals, including tape units, 
to them in the near future. This 
implies increasing the speed of the 
link between the station and 6400 ; 
Card Reader, Card Punch, Line Prin­
ters to provide the usual peripheral 
facilities. However, the volume of out­
put generated wil l be so high that 
it is planned to attach a high speed 
alpha-numeric microfilm printer at 
the beginning of 1973 to handle a 
substantial part of it. 

In comparing the advent of the 
7600 with that of the 6600 it is impor-

64 



CERN 200.2.72 

tant to note that the serial number of 
the 7600 is 19, whereas that of the 
6600 was 3. Thus there are already 
many 7600s in operation (all in the 
USA with the exception of one in the 
UK which is at ICL's factory for inter­
facing to an ICL 1904A as a front-end; 
others will be installed in Europe this 
year). The first 7600 has been operat­
ing for a customer for two years. Also, 
CDC have obviously used their expe­
rience with the 6000 series of machi­
nes in the design and manufacture of 
the 7600. Thus the memories now 
have parity bits and a lot of thought 
has gone into the diagnosis and 
repair of failures. The 7600 is fitted 
with a maintenance control unit in 
the form of a peripheral computer 
which monitors the 7600's operation 
and diagnoses malfunctions. To repair 
a fault normally consists of replacing 
the defective subassembly and, up to 
now, average repair time has been 
less than two hours. 

The software of the 6600 (or rather 
lack of) was a major headache for 
CERN and for the 7600, while the 
position is very much healthier, it is 
more of an unknown than the hard­
ware. CERN will be one of the first 
users of the 7600 software called 
SCOPE 2.0 (the software in the front-
end is modified SCOPE 3.3 which is 
well established as the normal CDC 
6000 operating system). It has been 
decided to use standard CDC soft­
ware making only such changes as 

can be carried over easily from one 
CDC version to another. 

An extensive hardware and soft­
ware acceptance test was carried out 
succesfully in CDC's factory in Min­
neapolis running CERN programs. 
This is being repeated at CERN prior 
to having a thirty-day live' acceptance 
period during which users will run 
their normal work on the machine. All 
the evidence to date suggests that 
CERN's 7600 is one of the best. 

The disadvantage, from the relia­
bility point of view, of channelling all 
input/ouiput via a front-end machine 
is obvious. To overcome this the CDC 
6500 will be shutdown in the Autumn 
and modified in readiness for attach­
ing to the 7600 as a second front-end. 
The modifications include adding ten 
more peripheral processors and 
twelve more channels to bring it into 
line with the front-end 6400. Peri­
pheral equipment (including that at 
present on the 6500) will be allocated 
to one or other of the 6400 and 6500, 
but, if either fails, its equipment, 
including RIOS and terminals, can be 
switched to the other machine. 

Interactive facilities will be provided 
using the subsystem INTERCOM on the 
front-end machines. CERN's require­
ments here are, primarily, on-line 
file editing and job submittal in a 
batch processing environment. INTER­
COM will allow users to have access 
to files stored in the SCOPE perma­
nent file system, modify files, create 

new files, and submit jobs to the 
batch processing system of the 7600. 
Output files may be retrieved at the 
terminal for examination. INTERCOM 
does allow jobs to be run on the 
6000 machine with a measure of inter­
action and this will be exploited for 
CERN's interactive work, for example 
the GAMMA system (see the articles 
on interactive computing). Interactive 
work will be able to use a large core 
memory of 500 K words which will be 
shared between the 6400 and 6500. In 
particular, it provides a very conven­
ient backing store to which programs 
can be swapped. 

While the permanent file space will 
be adequate for storage of program 
and small data sets, it falls far short 
of the capacity needed to substantially 
reduce the use of magnetic tapes. It 
is probable that by 1974 the compu­
ting centre will have around 70 000 
magnetic tapes. As a first step to 
increase the capacity of on-line stor­
age it is planned to replace the 
multi-spindle disk drives by larger 
capacity units which will become 
available at the end of this year. 
However, this will only 'buy time' and 
CERN is investigating the addition of 
a 10 1 2 bit data bank about the end 
of 1973 (see the article on data stor­
age). This data bank will be acces­
sible by a number of computers and 
form part of a network of computers 
which is being studied. 

Quantitative performance analysis 
of large systems such as the 7600 
with the long term aim of perfor­
mance prediction is an area of increas­
ing importance since intuitive ideas 
are often wrong. CDC has developed 
a special hardware monitor for CERN 
which will be used to study the flow 
of work through the system. 

As mentioned earlier the 7600 is 
installed in a new computer centre. 
The building consists of two parallel 
concrete wings, where there are offi­
ces and technical equipment, which 
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enclose the computer hall proper and 
support its roof. This hall has an area 
of 1600 m 2 and its height between false 
floor and false ceiling is six metres. 
There is also a basement which is 
occupied partly by air-conditioning 
equipment and electrical generators 
and partly by computer supplies. In 
particular, the bulk of the tapes will 
be stored directly under the area 
where the tape units are located. A 
paternoster is installed for the physi­
cal transfer of the tapes. 

The equipment in the hall is ar­
ranged by function, therefore there is 
one area for input, one for consoles, 
etc. Part of the hall is taken up by 
a 'Cceur Central' which houses all the 
user facilities. This area has two 
floors, the ground one will house a 
remote input/output station and gener­
al input/output facilities. Cards, prin­
ted output, etc. will be physically 
moved between the Cceur and the 
hall via conveyor belts. The first floor 
houses the Advisory Services, a pro­
grammer work area, a conference 
room and a visitors' gallery. 

This splendid new building is now 
being progressively occupied by the 
staff of the Data Handling Division. 

The smaller computers 

So far we have concentrated on the 
glamorous super-computers which 
cater for the large-scale computing 
needs of the Laboratory. A recent 
survey identified 80 other computers 
sprinkled around the CERN site. They 
are from fourteen manufacturers ; 59 
of them belong to CERN and 21 have 
been brought in by visiting groups 
from research centres in the Member 
States. Many of the machines are 
quite small, such as the PDP-8, 
PDP-9, PDP-11, PDP-15, DP516, 
HP2116, IBM 1800 but they range as 
large as the CDC 3100, IBM 360/44, 
CI I 10070. 

Almost all of them (with the 
exception of an IBM 360/30 used in 
administrative data processing and a 
PDP-11 coming into use for library 
needs) are involved in the physics 
programme. Examples of their appli­
cations are — on-line acquisition and 
control in electronics experiments, on­
line data acquisition and control in 
scanning and measuring system for 
bubble chamber film, interface and 
file-handling between a number of 
computers, control of accelerators 
and beam transport systems, etc. 

There is a strong trend, noticeable 

everywhere, towards 'distributed com­
puting ' — that is, having computers 
individually assigned to specific func­
tions rather than trying to use one 
large central installation to cope with 
everything. Examples of this are the 
Omega and Split Field Magnet com­
puter system (described later) centred 
on a CM 10070 and the ERASME com­
puter system (also described later) 
centred on a PDP-10. In the electro­
nics experiments field and the bubble 
chamber film measuring field, respec­
tively, these are amoung the most 
advanced of their kind in the world. 

Nevertheless, apart from the big 
dedicated computers there is growing 
need of data links between compu­
ters. Higher data taking rates and 
larger total volumes of data to be 
analysed are expected from the detec­
tion systems coming into use. This 
can only lead to even more extensive 
use of computers in real-time, requi­
ring either increased computing capa­
city or more data links to a medium 
or large multi-programming computer. 
There are already four data-links into 
the central computers via the FOCUS 
system. A considerable number of 
the 80 computers will require links in 
the future to larger machines. 

The following articles go into the 
various computer applications in more 
detail. 
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Installation of the 7600 well advanced in the 
large hall of the new computer centre. Top left, 
the shape of the main-frame can be 
picked out. Then comes the 6400 computer, 
the large core memory which will be shared 
by the 6400 and 6500 (Extended Core Store) and, 
nearest to the camera, a number of controllers 
which connect peripheral equipment to the 6400. 
On the right and in the foreground are the 
operator displays. 



Major uses in the physics programme 
a) Electronics experiments 

In a typical electronics experiment, 
two particles (A and B) are made to 
interact (collide) in a region sur­
rounded amongst other things by 
detectors, some electronic equipment, 
and one or more spectrometer 
magnets. At some convenient distance 
there are more electronics and an on­
line computer. The interactions occur­
ring are classified as 'events' of 
various kinds according to the num­
ber and type of particles (C, D, etc.) 
emerging. The events which we are 
specifically studying in the experiment 
are referred to as 'good' ones. 

The detectors may be of various 
kinds — the most common ones are 
scintillation counters, wire chambers 
and Cherenkov counters. They provide 
the basic information about the parti­
cles involved in each event. This 
information is taken care of and 
checked by the on-line computer, and 
passed on via magnetic tape to a 
larger computer for analysis. We shall 
now follow an experiment from begin­
ning to end to see in more detail 
what the computers do. 

First of all we must be sure that 
the experiment can be properly done 
with the proposed apparatus. This 
tricky question can often be settled 
only through a Monte Carlo simulation 
of the experiment on a powerful com­
puter. What is believed to be a cor­
rect random sample of artificial events 
is generated in the computer, condi­
tions corresponding to the details of 
the apparatus are imposed, and 
counts are made of how many good 
and bad events would have been 
detected. We calculate, in other words, 
the efficiency of the apparatus in 
detecting good events and its discri­
mination power in rejecting bad ones. 

Spectrometer magnets are used 
for accurate determination of the 
momenta of charged particles. The 
particles pass through a series of 
detectors with good space resolution 
(such as wire chambers), placed in or 

around the field in the magnet aper­
ture. The magnetic field configuration 
must be known in detail. It is meas­
ured by a small computer controlling 
the motion of Hall probes and record­
ing the output from them. 

During the actual running of the 
experiment a preliminary sorting of 
the events takes place even before 
data is collected by the on-line com­
puter. This is achieved by a fast 
decision logic which, on the basis of 
signals from the fastest detectors 
(such as scintillation counters), deci­
des whether an event fulfils the most 
elementary criteria to be of interest. 
At this stage, slower detectors (such 
as wire spark chambers) may be 
'triggered' to provide a full description 
of the event which is then presented 
to the computer as a set of binary 
computer words. Before this transfer 
takes place, the computer is warned 
by an interrupt signal to leave aside, 
if necessary, what it is doing and to 
prepare itself to receive new data. 

The number of words needed to 
describe an event may vary from about 
ten to many hundreds, depending on 
the complexity of the experiment. The 
average rate at which events are re­
corded is limited by factors such as 
the cross-section of the interaction, 
the beam intensity and composition, 
time structure in the beam, the recov­
ery time of the detectors, the speed 
and severity of the decision logic, the 
speed and memory buffer size of the 
computer, the speed of the final 
recording device (for example, a 
magnetic tape unit). With present 
equipment the rate can be up to 
several thousand per second, but is 
usually up to a few hundred. 

We can group the many tasks of 
the on-line computer as : 
— Data acquisition involving buff­

ering, rejection of obviously bad 
data, format conversion, storing 
on magnetic tape 

— Monitoring and logging to give a 

H. Overas 
running control of the detectors 
and the read-out system ; in case 
of suspected malfunctioning, more 
sophisticated test programs may 
be called into action 

— Preparation and output of graphi­
cal data, such as histograms on a 
CRT, printer or plotter 

— Sampling, involving calculation to 
some degree of sophistication of 
a certain fraction of the data, 
making it possible to judge wheth­
er any valuable physics results 
are likely to come out, or what the 
next move should be 

— Communication on-line with other 
computers to provide more ana­
lysis capacity or access to remote 
files (via the FOCUS system, which 
is described later) or an exchange 
of information concerning the 
beams (such as will soon be pos­
sible in experiments on the ISR) 

— Control parameter output using the 
computer to set magnets, etc. 

— Background work not related to 
the current data taking which is 
under way — for example, pro­
gram development or display of 
events for scanning purposes. 
Not all experiments require, or 

can afford, computer systems large 
enough for all these tasks, but the first 
two at least are essential. The sample 
calculations possible on the small on­
line computers are, of course, very 
limited, so most of the experiments 
depend on an off-line priority service 
(BOL) on the large computers during 
their runs. For the analysis of the bulk 
of the recorded events a powerful 
computer is practically always needed. 

The first part of the analysis con­
sists in sorting out, cleanly, the good 
events and transforming their des­
cription into relevant physical para­
meters like angles, momenta, etc. The 
starting point may be addresses (labels) 
of all wires which have been hit in a 
row of chambers. From this infor­
mation it is possible to reconstruct 
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A computer (IBM 360) operating on-line to an 
electronics experiment in the East Experimental 
Hall at the CERN 28 GeV proton synchrotron. 
Practically all electronics experiments now use 
computers on-line and several of them are 
linked to the central computers of the Laboratory 
via the FOCUS system. This particular one is 
larger than most on-line computers and is able 
to do some off-line analysis. 

bits of the particle tracks in space. 
This is not as trivial an operation as 
it sounds, since each wire address 
gives only the projection (one coordi­
nate) of a point on the track, the 
projections of several tracks may 
cross each other, one particle may 
have given signals on several wires 
in the same plane, a hit wire may 
have failed to give its signal, and 
there may be a lot of confusing back­
ground. Having, nevertheless, sorted 
these problems out, the computer 
program tests whether some of the 
possible track candidates fit in an 
acceptable way into all the con­
straints, derived from first principles, 
that characterize the good event. For 
example, in an elastic scattering 
experiment, A and C, B and D are the 
same particles. At the PS, B is initially 
at rest in a target, so the true tracks 
of A, C and D must meet at a point 
inside the target volume, and they 
must lie in a common plane. There is 
also a basic relation between the 
momenta of the particles and the 
direction of the tracks, with which the 
momenta (determined by spectrometer 
magnets or other means) must com­
ply. In principle, one should impose 
all the constraints rigorously in one 
big 'fitting' procedure, but to save 
computer time, compromises are made. 

When an event is finally accepted 
as 'good', the physical parameters 
describing it are recorded on a 'Data 
Summary Tape'. This tape, which 
contains all the good events of the 
experiment in sequence may then be 
processed by a sorting program, very 
often one called SUMX. For example, 
events with nearly the same scattering 
angle may be grouped together to 
give the number of events as a func­
tion of angle. When corrected for the 
efficiency of the apparatus, as for 
example obtained from the Monte 
Carlo simulation, this gives the angu­
lar distribution of the differential 
cross-section. As far as the experi­

ment itself goes this is a typical final 
result. However, considerable compu­
ter time may still be needed to deter­
mine from this such things as para­
meters in theoretical models for the 
interaction, etc. 

The computers used in electronics 
experiments fall, as we have seen, 
rather neatly in two categories : small 
on-line computers used for data 
taking etc. and large off-line compu­
ters used for data analysis, etc. 

The typical on-line computer has a 
word length of 12 to 24 bits (16 is 
now usual), a memory of 8 to 32 
K words, direct memory access for 
fast input/output, one or two magnetic 
tape units, type-writer, paper tape 
equipment, CRT display, frequently a 
disk and sometimes card equipment 
and a line printer. An interface to 
one or several CAMAC crates is also 
frequently installed. The CAMAC 
crates provide standardized two-way 
communication with all sorts of elec­
tronic modules (such as scalers) used 
by the experiment. 

So-called interpretive computer lan­
guages, like BASIC, have turned out 
to be convenient for people 'talking' 
with the CAMAC modules via the on­
line computers at least when setting 
up and testing equipment. Interpreta­
tion is unfortunately slow and there­
fore the data acquisition programs 
used during the production runs must 
be written in the machine language. 
Test and sample programs, where time 
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is not so crucial, are mostly written 
in FORTRAN. However, the flexibility 
of BASIC can be combined with the 
efficiency of the other languages via 
subroutine calls from BASIC. 

Practically all electronics experi­
ments are now equipped with an on­
line computer, and most support 
groups have access to one. At the 
beginning of this year the total num­
ber involved was about forty (half 
belonging to visiting groups). About 
ten computer manufacturers are re­
presented, most of them with several 
models. This great variety reflects 
the decentralized nature of decisions, 
at CERN and throughout Europe, con­
cerning on-line computers. This is an 
interesting but perhaps not the most 
economic situation. However, there is 
growing understanding of the benefits 
which can come from compatibility. 

Some 60 % of the off-line computer 
capacity needed to analyse data from 
electronics experiments is actually 
provided at CERN. This has absorbed 
nearly half the capacity of the cen­
tral computers, CDC 6600 and 6500. 
These computers receive most of the 
experimental data from magnetic tape, 
of which some 20 000 are in use for 
this purpose. Only a small amount, 
sample data from three ISR experi­
ments, goes direct to the central 
computers via FOCUS. With FOCUS it 
is possible to have quick and power­
ful sample analysis, rather than do 
data acquisition, so there is always a 
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computer between it and the experi­
ment. When the CDC 7600 has taken 
over some of the other activities of 
FOCUS, it is hoped that many more 
electronics experiments can have use 
of it. 

In the past few years, a number of 
factors have changed the conditions 
for electronics experiments. Most of 
the changes have led to more data 
and more complex data ; in turn this 
demands better equipped on-line 
computers and far more off-line com­
puter capacity. 

Last year the Intersecting Storage 
Rings came into operation, adding to 
the physics programme at CERN 
about a dozen experiments of a new 
kind, in which there is no target in 
the conventional sense. Both inter­
acting particles, A and B, are rapidly 
moving protons, one in each of two 
colliding beams. This means that the 
kinematical conditions, the interac­
tion rate and the background are 
quite different from those encountered 
in experiments using the proton syn­
chrotron, with important consequen­
ces both for the experimental hard­
ware and the analysis programs. The 
on-line computers must in addition 
provide feedback about the alignment 
of the two beams, and they must cope 
with the fact that the ISR beams cir­
culate continuously, which means 
being ready at all times to receive 
and store data. Modern computers 
are, luckily, well equipped to do sev­
eral input/output operations at the 
same time and the continuous data 
taking has the advantage of requiring 
smaller data buffers in the computer 
for a given average data-taking rate. 

At the synchrotron the main increase 
in data taking rate comes from the 
doubling of the burst length in recent 
years — the beams are now ' shining ' 
on the targets of the experiments for 
about 0.4 s every 2 s. Long bursts 
spread the beam out so that the inten­
sity during the burst does not satu­

rate the detectors. Even then, how­
ever, some beams have to be held at 
reduced intensity. Faster detectors in 
this situation would immediately pro­
duce more data. Of the new detec­
tors the multiwire proportional cham­
ber is the most promising, combining 
the properties of counters and posi­
tion measurement devices. The wire 
spacing is usually 2 mm (about twice 
that in the usual wire chambers) but 
time resolution may be down to 25 ns. 

Since it is not possible, and gene­
rally also not desirable, to record 
data at that speed, the signals from 
these chambers go first into a sophis­
ticated decision logic. Even if it takes 
a few hundred nanoseconds to 
decide whether an event should be 
recorded, the MPCs can still give 
several thousand preselected events 
per second. Though they are still 
rather highly priced, such chambers 
are now installed in several experi­
ments and their impact on computers 
is beginning to be felt. 

The number and size of spectro­
meter magnets is increasing and there 
is a tendency to put more detectors 
both inside and outside the field. The 
combination of data-taking rates and 
complexity is presenting quite a 
challenge to the computers. The most 
spectacular systems coming into oper­
ation at CERN are the Omega and ISR 
Split Field magnets. These two pro­
jects and the computer system they 
require are described later in this 
issue. 

The use of film as the recording 
medium in spark chamber experiments 
is about the only thing to be on the 
decline. The subsequent measurement 
procedure is slow and prevents fast 
feedback to the experiment. It was 
originally planned to use film with 
Omega but now TV cameras with pick­
up tubes called Plumbicons, will pro­
duce data directly in digital form. 

The results coming from meson-
nucleon scattering experiments using 

polarized targets have greatly stimu­
lated the interest in phase shift ana­
lysis, for which a lot of computer time 
is needed to minimize complicated 
functions of many variables. This has 
however had the beneficial side effect 
of focusing attention on numerical 
methods used in similar problems. 

The amount of data that can be 
produced in electronics experiments 
is still far from an absolute limit 
and data handling threatens to become 
the decisive bottle-neck, if it has not 
become so already. Only a data han­
dling chain pushed to the limit at each 
stage may relieve the situation — for 
example, much more advanced deci­
sion logic doing even part of the 
track reconstruction before the on-line 
computer, very fast special micro­
programmed 'superinstructions' in the 
on-line computer, and well optimized 
analysis programs after it. Apart from 
constant improvement of conventional 
analysis methods, there are also pro­
mising new methods being tried for 
the large spectrometers — for exam­
ple, one in which the momentum is 
looked up' in a sophisticated table 
prepared beforehand by a simulation 
method. 

Any data reduction done before the 
data are even recorded implies, how­
ever, the risk of a fatal bias, espe­
cially in new types of experiments such 
as those at the ISR. One can under­
stand the somewhat exotic wish to 
have an extremely fast recording 
device with large capacity to record 
the raw data without much rejection 
by the decision logic. Afterwards, all 
these recorded data could be played 
into the chain described above, but 
now different sets of sharper rejection 
criteria in the decision logic could be 
tried out on the same data if need 
be. This would almost make the 
accelerators off-line ! 
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b) Bubble chamber experiments 
i) Central computers in the analysis 

The photographs of the traces left 
in a bubble chamber by interacting 
high energy particles are man's most 
direct and striking access to the sub-
nuclear world. Stereoscopic pictures 
are taken of the particle events and 
it is these photographic records 
which allow quantitative analysis of 
the phenomena occurring. The pheno­
mena are quantum mechanical in 
essence (that is to say statistical), 
hence the precision of the experi­
mental results increases with the 
number of events, typically hundreds 
of thousands, which are analysed. 

This article outlines the use made 
of computers in handling this large 
volume of bubble chamber data. It 
leaves aside those techniques which 
bubble chamber physicists have in 
common with physicists carrying out 
electronics experiments. 

In making the information stored 
on film available to analysis, the first 
task is the measurement of the 
pictures. Until recently hand-operated 
machines have been used to deliver 
coordinates of several points of each 
particle track onto a recording me­
dium which can be fed to the 
computer. With the growing number 
of pictures this has become too 
painful and new solutions in the 
direction of automatic scanning and 
measuring have been looked for. 
The scanning, the recognition of 
interesting particle tracks and in­
teractions, which comes quite easily 
to the human eye, has proved 
extremely difficult to master using 
digital techniques alone. Only with 
the arrival of a new generation of 
measuring machines of the track-
following type, (machines such as 
POLLY, SWEEPNIK and, soon, ERAS-
ME) which use a computer and an 
operator on-line to help over difficul­
ties, is there hope of separating the 
wanted events from the background 
with a satisfactory degree of re­
liability and economy. At present, the 

burden of scanning at CERN is still 
carried by. people. Automatic meas­
urement on the other hand has been 
well established for some time ; the 
next article reviews the role of 
computers in measuring systems used 
at CERN. 

The second task is the processing 
of the raw measurements. It starts 
from typically 100 points measured 
on the pictures for each track and it 
gives the 4 vector of momentum and 
energy of the particle which caused 
the track. The volume of raw meas­
urements from a single experiment 
is typically about 108 six digit num­
bers; clearly, this can only be handled 
with a computer. The processing of a 
given event passes through three main 
stages. The first stage converts 
the measurements into a three-di­
mensional description of the event, 
yielding the direction and (from the 
curvature in the magnetic field) the 
momentum of each track. The second 
stage uses the conservation laws to 
test the various possible interpre­
tations of the event. The third stage 
picks (under control from the program 
or from the physicist) the correct 
interpretation, i.e. correct assignment 
of mass to each particle, and prepares 
the event for statistical analysis. 

The computer spends most of 
its time processing un-problematic 
events. The programmer, on the 
other hand, spends most of his time 
foreseeing — or discovering — possi­
ble difficulties and programming the 
computer to deal with them. The 
computer programs for bubble cham­
ber experiments start with elegant, 
simple ideas and end up complex and 
sophisticated. Fortunately, many ex­
periments can share a basic set of 
programs — fortunately because the 
effort needed to make them oper­
ational far exceeds what may reason­
ably be invested in an individual 
experiment. In fact, only a few such 
programs have been developed in 

R. K. Bock, J. Zoll 
some of the big Laboratories and they 
have been communicated to some 
hundred high energy physics re­
search centres all over the world, 
equipped with not quite as many 
different computers. Such large scale 
use of basic programs has been made 
possible by the use of FORTRAN, 
the language well established with 
scientific computers because of its 
reasonable efficiency and simplicity. 

Over the past ten years at CERN, 
a chain of three programs known 
as THRESH, GRIND and SLICE 
(implementing the three stages of 
geometry, kinematics and decision 
mentioned before) have been devel­
oped and used. Each one is a self-
contained FORTRAN program in the 
conventional sense ; communication 
of data between the programs goes 
via magnetic tape. Although different 
experiments use basically the same 
program, they still need individual 
modification. To cope with this, a 
very general editing program known 
as PATCHY has been developed, 
allowing many different versions of the 
same program to be kept on a single 
file and a particular version to be 
composed as input to the compiler. 

In 1970, many reasons lead to the 
decision to make a clean break and 
to start a new program to replace 
THRESH, GRIND and SLICE. The pri­
mary reason was the preparation for 
the measurement of photographs 
from BEBC (the new 3.7 m bubble 
chamber scheduled to become oper­
ational at CERN in 1972) which has 
an optical system very different from 
the chambers used so far. The difficul­
ties in grafting this onto the existing 
geometry program showed up strong­
ly a basic weakness of the programs 
of the chain - the poor modularity of 
the insides of the three black boxes. 
A modification of procedure in a 
particular place sends waves like an 
earthquake through the whole pro­
gram because everything is linked to 
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An example of a bubble chamber photograph, 
taken in an experiment by an Aachen/Berlin/ 
CERN/London/Vienna collaboration, with its 
analysis alongside. 

everything else in a way transparent 
to an expert but not accessible to 
documentation. 

As a framework for the new bubble 
chamber program a system called 
HYDRA was defined. Its purpose was 
to provide data modularity and pro­
gram modularity with a maximum of 
simplicity and a minimum of concepts 
and, at the same time, to have 
fast execution and small program size. 

The data modularity is realized by 
grouping all the information flowing 
through the program into addressable 
super-units (banks) residing in a 
single dynamic store, rather than 
scattering it into a multitude of speci­
ally allocated FORTRAN variables 
and arrays. For example : a track-
bank contains all the geometry in­
formation about a track, a given title-
bank contains the parameters of the 
magnetic field. Banks are generated 
and abandoned as required, their 
location in the store is known by its 
address, and they are not fixed even 
inside a program. Logical relations 
between banks are expressed by 
including the address of one bank in 
the link-table of an other bank. For 
example, all tracks of a vertex-point 
are linked together by each track 
pointing to the next. Such a data-
structure contains not only the nu­
meric information but also logical infor­
mation about the object it describes. 

The program modularity is achieved 
by organizing the program into pro­
cessors each having a well defined 
task. This task is entirely describable 
as a transformation applied to a data-
structure in the dynamic store : some 
banks provide the input data to the 
processor and some contain the 
desired results. For a given appli­
cation, a steering program is written 
to coordinate the operations of the 
processors needed. Any processor 
consists of at least one FORTRAN 
subroutine, its operation being in­
voked by transferring control to this . 
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subroutine. As a matter of internal 
organization, the processor may be 
divided up into the primary and 
several secondary subroutines. The 
programming of a processor has to 
observe certain conventions in order 
to be compatible with the HYDRA 
system. Precisely these conventions, 
which are the same through the 
whole program (indeed through all 
HYDRA programs) are responsible for 
the easy documentation and the good 
readability of the program. 

The processors are supported by 
the HYDRA system. Its services are 
requested with CALL statements 
much like the services of the FOR­
TRAN system which are part of the 
definition of the basic language. In 
this sense, the HYDRA system is an 
extension of the FORTRAN language 
to provide - primarily - dynamic me­
mory management facilities. Some 
languages contain these facilities in 
their basic definition, but the HYDRA-

FORTRAN combination has two im­
portant advantages — the execution 
speed is that of a normal FORTRAN 
program, with very little overhead for 
the HYDRA system, and FORTRAN is 
a commonly accepted language. 
Because of the need for machine 
independence (so that the same pro­
grams can be used on a variety of 
computers) the processors for the 
new bubble chamber program, as 
well as the HYDRA system packages, 
have been written in ANSI FORTRAN 
which is the internationally accepted 
minimum requirement expected from 
anybody's compiler. 

The bubble chamber programs of 
the HYDRA form will come into oper­
ation in 1972. They should help to 
tear down the walls that have some­
times threatened, on the data han­
dling side, to separate physicists from 
computer specialists, or bubble 
chamber groups from each other and 
from physicists using other techniques. 
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b) Bubble chamber experiments 
ii) Data acquisition from film 

W. Blair, J. C. Gouache 
Having recorded several stereo views 
of particle interactions in a bubble 
chamber on photographic fi lm, the 
next step is to convert the information 
contained in this photographic record 
into digital form. As mentioned in the 
article above, the volume of photo­
graphs requiring such treatment has 
put great pressure on the development 
of automatic film measuring machines. 

Unfortunately, the automation of the 
full process of scanning for wanted 
events and of their subsequent meas­
urement has proved extremely diffi­
cult to master with efficiency in oper­
ation. Although there has been a 
high degree of success with the 
scanning and measurement of film 
from optical spark chambers (where 
the wanted event is likely to appear 
uncluttered by background tracks), 
for bubble chamber film, in general, 
we have had to back off from full 
automation to man-machine systems. 

This article describes the role of 
computers in three types of measuring 
system at CERN. The systems are : 
The HDP (or Hough Powell Device, 
taking its name from its originators) 
which is a raster-scan system with an 
optical-mechanical spot scanning the 
film and recording the photographed 
tracks of charged particles. Two 
HPDs have been used extensively for 
optical spark chamber film and film 
from CERN's 2 m hydrogen chamber. 
The LSD (or Lecteur a Spirale 
Digitisee, a type developed at Berkeley 
under the name of Spiral Reader) 
which performs a spiral scan, around 
the vertex of the event to be measur­
ed, with an optical-mechanical slit. 
Two LSDs are now in action mainly 
on film from the 2 m chamber. 
A hand-operated system called 
RAMSES (from ReActive Measure­
ment Scanning and Evaluation Sys­
tem) which is used exclusively for the 
measurement of film from the Garga-
melle 4.5 m heavy liquid bubble 
chamber. 

The HPD system bears the marks 
of its original conception as a fully 
automatic device in which software 
was to carry the entire burden of 
selecting and measuring the interest­
ing events without human interven­
tion. The existing two units are on­
line to the central computers (HPD2 
to the CDC 6600 and HPD1 to the 
CDC 6600) and can measure film of 
various formats up to 70 mm width. 
Early environment and computer capa­
city problems (the systems, when 
operating, absorb about 1 5 % of the 
computers' capacity) made it clear 
that development of a really automat­
ed machine with the Laboratory's 
multi-purpose computer on-line is 
not the best economical solution, if 
the software problems are solvable 
at all. 

The finally accepted less ambitious 
use of the HPDs has yielded impres­
sive results however; more events are 
measured on these machines than 
on any other automatic film measuring 
device (both at CERN and elsewhere). 
In 1971, for example, the CERN total 
was 200 000 bubble chamber events, 
bringing the grand total since 1964-65 
to over 800 000 events plus over 
1 100 000 events from spark chambers. 

In the existing HPD system, the 
bubble chamber film is scanned by 
human operators on projection tables, 
known as Miladies, connected to an 
IBM 1130. Information such as photo 
number, event type and rough coor­
dinates is collected, cross-checked, 
formatted and recorded on magnetic 
tape by this system serving ten scann­
ing tables. After some reformatting 
to account for the measuring sequence 
of the HPDs, this information is later 
used by a program residing, during 
measuring periods, in the central 
computer. 

This program controls the film 
advance and the direction of scan. It 
is meant to reduce the incoming mass 
of data as much as possible depend­

ing on the scanning mode : In the 
'road guidance' mode, crude scanning 
information on track directions and 
curvatures serves to eliminate the 
bulk of digitisings that cannot lie on 
any of the event's track projections. 
In the 'vertex guidance' mode only 
vertex coordinates are known, and 
such a reduction requires tricky filter­
ing methods, an elaborate memory 
and a time consuming program. The 
constraints to assign the special 'on­
line' privileges to a program are such 
that, in this mode, filtering is run in 
a (disk-buffered) semi on-line mode 
or altogether off-line, and bare reduc­
ed amounts of data are transmitted — 
around 60 000 XY pairs for one view ! 
Despite the available computing power 
the constraints in a general purpose 
environment thus reduce the function 
of the central computer to that of a 
small data acquisition machine. 

The lack of massive programs on­
line communicating with a human 
operator also makes for a later rejec­
tion rate of measured events around 
20 %, necessitating a recovery cycle 
for such rejects through a separate 
interactive system which was set up 
in 1970. It consists of a light-pen recov­
ery system (modelled on that first 
used at Brookhaven) using a CDC 
3200 computer with a CDC 250 Dis­
play. Satisfactory event recovery pro­
ceeds at around 30 events per hour 
and this is more convenient than a 
complete second pass of the bubble 
chamber film on the HPDs. 

An obvious improvement of the 
system would be to have a medium-
sized 'dedicated' computer — a big 
drawback at present is tape communi­
cation between programmes. The pro­
bable future situation with HPD1 and 
HPD2 on the CDC 6600, dedicated to 
the HPDs and to the running of asso­
ciated production programs will be a 
healthy evolution from the present 
arrangement. 

The LSD system differs from the 
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A view of an LSD (Spiral Reader) automatic 
measuring machine which is used mainly for 
the measurement of film taken with the 2 m 
hydrogen bubble chamber. With the LSD there 
is some operator guidance during the 
measurement process. A PDP-9 computer is 
used on-line. 

above in various ways : it assigns to 
the on-line computer only the simple 
control and data acquisition functions, 
thus keeping the required computer 
size rather small ; it provides human 
guidance not only in the scanning, 
but also in the measuring process, 
thus simplifying the scanning oper­
ation and avoiding complicated pro­
grams (but still achieving acceptable 
speed and percentage of successful 
events); its measurement data are not 
at all reduced on-line but kept to a 
reasonable volume by using a vertex-
centered slit as filter. The role of com­
puters in the LSD system is as follows: 
A PDP-11 serves as control computer 
for six scanning tables and its func­
tion is to record operator generated 
information such as photo number, 
event type and very crude vertex posi­
tions in one view. After on-line check­
ing and formatting, this information 
is recorded on magnetic tape and 
transmitted to the control computer 

of the measuring machine — a PDP-9 
.for each of the two LSDs operating. 

Control functions of the PDP-9 pro­
gram include the film transport and 
positioning, the automatic measuring 
of fiducials, and the steering of the 
measuring spiral after the operator's 
precise centering on the vertex. Many 
different checking functions assure 
smooth operation of the machine and 
a correct sequence of operator 
actions. The operator can also add 
hand-measured points in confused 
regions or ask for special programs 
in which displays or calibration meas­
urements are possible and help in 
performance checking and failure 
diagnosis. 

Data are finally recorded on magne­
tic tape and transmitted to off-line 
analysis programs. Due to the fact 
that the LSD measures the three 
views at the same time, the final 
output of the off-line analysis can 
be obtained by the physicist within 

a few days. 
The existing LSD Mark I, since it 

began operation early in 1970, has 
measured 280 000 events (355 000 
vertices) on film from the CERN 2 m 
hydrogen bubble chamber, at an aver­
age speed of 60 events per hour. 
A failure rate of 15 to 2 0 % is expe­
rienced due to the lack of on-line 
analysis and, as with the HPDs, there 
has to be re-measurement or a spe­
cial recovery cycle. 

RAMSES is designed as a system 
of lower speed, which is appropriate 
for the often very complicated events 
recorded on film from heavy liquid 
bubble chambers. Although slower 
than HPDs on LSDs by at least an 
order of magnitude, this system 
includes all the desirable features to 
avoid event recycling : The scanning 
and measuring phases are combined 
and entirely dominated by the oper­
ator, and the ratio of available com­
puter capacity to data volume is 
large, permitting an on-line event ana­
lysis in three dimensions by full geo­
metrical reconstruction. Thus failures 
are detected immediately and partial 
re-measurements or any other oper­
ator interventions are possible. 

The computer used, serving six 
measurement tables, is a CDC 3100 
system with two central processors, 
48 K words of memory, floating point 
hardware and disks. In the measuring 
phase, in addition to control and 
checking functions, it guides the 
operator through a alphameric display 
to improve speed and avoid mistakes. 
In the reconstruction phase, it takes 
the role of a 'large' computer and 
communicates the success or failures 
to the operator after completion, and 
then waits for his next action. 

A system is now being built up at 
CERN to carry this philosophy further, 
combining on-line analysis with auto­
matic and high speed measurement. 
It is described in the separate article 
on ERASME. 

CERN 271.1A 
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Data storage The growth of the CERN library of magnetic 
tapes over the past six years. There is no sign 
that the demand for data storage will ease off in 
coming years and alternative methods of storage 
are being studied. 

The workload of the CERN central 
computer system is dominated, in 
terms of number of jobs, by short 
jobs submitted from, terminals and 
remote batch stations. The arrival of 
the CDC 7600, which will be even 
more easily accessible and will give 
the user his results more quickly, is 
likely to accentuate this domination. 
Nevertheless, more than 80 % of the 
system's capacity (whether measured 
in terms of computation, input/output, 
or memory utilization) is devoted to 
the processing of the much smaller 
number of jobs which constitute the 
production work of the central system. 

This production work consists 
mainly of the processing and analysis 
of experimental data by the perfor­
mance of geometric, kinematic and 
statistical calculations. It involves 
extensive computation and consider­
able input/output from/to magnetic 
tape and it must be performed regu­
larly, and reliably, to meet the re­
quirements of the CERN physicists. 

Recent developments in computer 
technology, as exemplified in the 
7600, should give a significant im­
provement in the handling of this 
work. The 7600 is expected to com­
pute about five times faster than its 
predecessor, the 6600 ; the new large 
core memory and fast disks, together 
with improved operating system tech­
niques, should largely resolve the 
problem of memory utilization. How­
ever, even the fastest magnetic tape 
units of the 7600 system will be not 
more than twice as fast as those of 
the 6600. In addition, the amount of 
input/output which can be performed 
by a magnetic tape storage system is 
limited as much by the speed with 
which a reel of tape can be retrieved 
from the tape library and mounted, as 
by the speed of the data transfer 
itself. 

The increased capacity and reduc­
ed access times of the 7600 system 

E. Mcintosh 
disks will be used to try to ease this 
problem but the capacity of even the 
largest disk amounts to no more than 
the equivalent of a few tens of reels 
of magnetic tape. This would not 
satisfy the needs of even individual 
groups from the many users. 

The growing volume of data 

The principal source of the data 
handled at CERN is of course the 
physics programme at the proton syn­
chrotron, intersecting storage rings 
and synchro-cyclotron. If we look 
into the near future in bubble cham­
ber physics — by 1974, when the 
3.7 m chamber BEBC and the associ­
ated measuring system ERASME are 
in operation, it should be possible to 
process over 106 events/year. The 
data collected in this way (raw meas­
urements from LSD, filtered measure­
ments from HPD, or geometry output 
from ERASME and RAMSES) will then 
be submitted to the central system for 
further analysis. 

These 106 events/year will produce 
some 5 X 10 1 0 bits of data each year 
(500 tapes - one 800 bpi 7-track tape 
holding about 108 bits) and this data 
may need to be retained for up to 
three years. The analysis of this data 
at the central system to produce 
data summary tapes (DSTs) is expect­
ed to give at least another 5 X 10 1 0 

bits, which must be retained for pe­
riods of up to six years for subse­
quent statistical analysis. 

Electronics experiments, in general, 
generate less data about each event 
but collect many more events. It is 
estimated that last year some fifteen 
experiments yielded 5 X 10 1 1 bits 
(5000 tapes) of raw data for subse­
quent analysis. The move towards 
higher statistics experiments, the 
availability of beams of higher inten­
sity, and of faster detectors and on­
line computers (coupled with the 

growth in the number of experiments 
now that the ISR is coming fully into 
use) imply that these numbers may 
be expected to increase considerably 
this year. It is already possible to en­
visage experiments measuring events 
at rates of several hundred per se­
cond and producing thousands of 
magnetic tapes. 

As with bubble chamber data, this 
data will be analysed at the central 
computing system to produce DSTs, 
though in this case, thankfully, they 
should in general have a volume of 
less than 25 % of the input data. 
Again, it is usual to keep some or all 
of the data for lengthy periods of 
time. Confronted with these figures, 
perhaps all groups should be com­
pelled to make a vow 
'Yea, from the table of my memory, 
I'll wipe away all trivial fond 
records.' (' Hamlet ' Act I Scene V, as 
quoted by D. Knuth in his book ' The 
Art of Computer Programming '.) 
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1. Photograph (full-scale) of a film chip as 
used in the IBM 1360 Photo-Digital Storage 
System. It can contain about 5 X 106 bits 
(1/20 of a magnetic tape — five copies of Hamlet). 
The chips are automatically developed after 
recording and placed in the chipstore. From a 
maximum capacity chipstore (about 2 X 10]2 bits) 
any chip may be retrieved entirely automatically 
within a few seconds. 

1. 

The limitations of magnetic tape 

Magnetic tape handling is probably 
the worst single source of concern 
to computer users. Problems may arise 
with reliability, compatibility of tape 
units on different computers and 
transfer of tapes written in the format 
of one system to a different system. 
Magnetic tapes are also far from ideal 
as archives of data ; they must be 
exercised (unwound and rewound) or 
even copied at regular intervals. How­
ever, they remain the cheapest and 
most convenient medium for recording 
large volumes of data and for trans­
fers between experiments and com­
puter systems both inside and outside 
CERN. 

Just how popular and cheap it is 
may be judged from the graph which 
shows how the tape library at CERN 
has grown to over 35 000 tapes and 
is increasing at a rate of over 10 000 
a year. At the central system it is 

2. Other data storage systems use video tape 
(an IVC-1000 unit is shown). A reel of video tape 
can contain between 5 X 1010 and 10 X 1010 bits 
(500 to 1000 magnetic tapes). The reel may be 
automatically positioned by a very high speed 
search to any desired point in an average time 
of from 10 to 100 seconds depending on the length 
of the tape. 

3. 

becoming increasingly difficult to re­
trieve and mount magnetic tapes fast 
enough to satisfy the system demands 
and, as stated earlier, there will be 
a widening gap between the speed at 
which information can be processed 
by the 7600 and the speed at which 
it can be supplied from tape. 

The growth, or at least the rate of 
growth, of the tape library and of 
tape handling must be limited in some 
way. 

New storage systems 

Nuclear physics research is not the 
only source of large volumes of data. 
NASA is currently receiving 10 1 3 bits 
(100 000 tapes) of data each year 
from satellites in o rb i t ; the NASA 
tape library contains approximately 
750 000 tapes. The National Archives 
and Records Service of the Federal 
Government of the USA archives ap­
proximately 10 1 2 bits (10 000 tapes) of 

3. A film strip as used in the UNICON 690-212 
laser mass memory system. The strip when fully 
written by a laser can hold 2.5 X 109 bits 
(25 magnetic tapes). Any strip from a maximum 
store of 1012 bits may be retrieved in 
a maximum of 10 seconds. 

new data each year. In this cast fast 
access is not considered essential ! 

Many large computer installations 
(both scientific and commercial) are 
looking for increased capacity stor­
age systems to replace or comple­
ment large disk or tape based stor­
age facilities. The American Govern­
ment, which is buying about one 
million tapes each year, is implement­
ing a centralised storage system 
which wil l supply archive storage fa­
cilities, fast access to a large volume 
of data, and a convenient means of 
data communication, to several sepa­
rate large computer systems. 

The first device, based on photo-
digital recording on film chip, to be 
capable of storing on-line 10 1 2 bits 
(10 000 tapes worth) was announced 
by IBM in 1966. Today there are 
several devices (including using video 
recording techniques on magnetic tape 
or laser recording techniques on film 
strips) which offer access within 
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Interactive computing 

seconds to on-line stores of 10 1 2 bits 
or more and offer the capability of 
moving data between the device and 
an off-line library of reels or strips. 
Research into the use of holographic 
techniques has started and could 
eventually offer much faster access to 
even larger volumes of data. 

CERN is investigating such devices 
and their connection to its computers; 
at the same time a data communica­
tion network, to make it possible to 
link the many computers on the CERN 
site to the central computing and 
storage systems, is being studied. In 
this way it is hoped to supply cheap 
and convenient access to the large 
volumes of data produced by the 
experimental programme. 

When the first 10 1 2 bits store was 
announced, J.-J. Servan-Schreiber 
wrote in ' Le Defi Americain ' It is 
estimated that the entire store of 
information in the world's libraries 
amounts to 10 1 5 (one quadrillion, or 
one million billion) bits. This infor­
mation is stored in the form of books 
and other printed documents, and is 
doubling every 15 to 20 years. 
There appears the possibility that by 
1980 a small number of computers 
will replace all the written documen­
tation existing in the world, and that 
they will work in ' real t ime ' — re­
plying to questions with information 
at the speed of human conversation.' 

Perhaps we can imagine the day 
when a physicist, from a computer 
terminal in his own country will have 
access to any information stored at 
CERN whether it be experimental re­
sults, physics papers or books. 

During the past few years a new 
phrase, 'man-machine interaction', has 
become fashionable in computer liter­
ature. The phrase may be new but 
the concept it describes is not. Even 
the simplest computing devices, from 
the old abacus to modern desk cal­
culators, are essentially interactive 
computing systems. (Interactive : reci­
procally active ; active upon or 
influencing each other - Oxford English 
Dictionary). They are interactive in 
the sense that man is providing the 
data and specifying the procedure to 
be followed, and the machine is pro­
viding the results-while the dialogue 
between the man and the machine 
is continuous. 

However, with the advent of the 
electronic computer the pace became 
faster and the scope more extensive. 
Particularly when batch processing 
techniques were introduced, the user 
became remote from the computer. 
He precodes his procedures, submits 
them with the related data and has 
no possibility of following or interfer­
ing with the subsequent process. Only 
when he bicycles across to pick up 
his results does he see manoeuvres 
the computer could have done to get 
closer to the desired output. 

This is not necessarily a bad thing. 
Overall it can save computer time — 
it gives long intervals for thought 
before asking the computer to come 
into action again. But, sometimes, 
close and immediate interaction is 
desirable and several methods of 
bringing this about are being tried. In 
particular, there has recently been 
development of several on-line (also 
called time-sharing) computing sys­
tems, often with graphical output ter­
minals, where the user has a window 
into the computer and can see it at 
work directly. 

Interactive systems (like relativity 
theories)) can be divided into two 
kinds — special and general. Special 
purpose systems are those where 

only a limited class of problems can 
be treated by the user. More preci­
sely, the user is not able to define 
a procedure when interacting with 
the computer, he simply responds to 
more or less complicated questions 
from the computer, which has been 
programmed in advance for solving 
a special problem. General purpose 
systems are those where the user is 
also able to define his own procedure 
on-line, thus widening the class of 
problems which can be treated. 

This second class of systems can 
be further subdivided depending on 
the degree of interaction allowed. 
Semi-interactive systems are those 
where the user is able to define a 
procedure, provide data, manipulate 
information, and send this to the 
computer for execution. The user is 
then not able to interact with the 
subsequent execution. Fully inter­
active systems are those in which this 
latter capability is also present ; the 
user can, if he wishes, follow the 
execution step by step, observe inter­
mediate results, change procedures 
depending on the feed-back, and 
restart the execution at the point 
where he interrupted it. 

It might seem, at first sight, that a 
fully interactive general purpose sys­
tem would be the best solution for 
any kind of problem. This is not 
necessarily true because generality 
will usually be much more expensive 
than speciality and the degree of 
interaction should be tied to the 
needs and, obviously, to the available 
budget. In the following three sections 
on interactive computing at CERN we 
will cover a general purpose system 
(GAMMA), a file-handling system 
(FOCUS) with a network of terminals 
some of which are available for semi-
interactive computing, and two special 
purpose programs where interactive 
computing (on an ARGUS at the 
central computers or using FOCUS) 
has been a great help. 
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a) GAMMA (Graphically Aided 
Mathematical MAchine) 

A physicist using the GAMMA system for 
interactive computing. 

Some of the basic functions which are directly 
available on GAMMA computed in the interval 
from 0 to 2K. The functions are sine, cosine, 
exponent, log, etc. 

C. E. Vandonl 
GAMMA is a fully interactive, general 
purpose system allowing the user to 
define, manipulate, and execute his 
own algorithms on-line in continuous 
dialogue with the computer. In the 
field of applied mathematics this kind 
of interaction is of great interest, in 
particular for research problems 
where the user wants to experiment 
with different formulations and differ­
ent methods of numerical analysis, 
and where the feedback of the 
results determines the algorithms 
(problems where not only the answer 
is unknown but also the question and 
the method of solution are difficult 
to formulate). 

GAMMA was implemented experi­
mentally at CERN in 1968 on a CDC 
3100 computer using a CDC 250 dis­
play and was moved in 1970 onto the 
more powerful CDC 3200 computer 
using a Tektronix T4002 storage tube 
console as user terminal. 

The language of the present system 
is a mixture of desk calculator lan­
guage, normal mathematical notation, 
and the computer's programming 
language. For instance, it borrows 
from desk calculators the structure of 
accumulators, of temporary storage 
and of operators (which can be called 
by a single keypush on a specialized 
keyboard). On the other hand, as with 
normal programming languages, the 
user is able to define his own set of 
programs and to call for their 
execution. Basic entities upon which 
the language is able to operate are 
not only single variables — as is 
normal in programming languages 
such as FORTRAN — but also larger 
items such as vectors implicitly or 
explicitly defined. The graphical dis­
play is obviously an essential part of 
the system, allowing the user to dis­
play procedures and results (the latter 
in either graphical or numerical form). 

The computer obeys the user's 
command as soon as it is typed in, 
without any noticeable delay since 

CERN 39.9.68 
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b) The FOCUS 
system 

the time needed to obey a single 
command is of the same order of 
magnitude as the human response 
time. However, the execution time 
for user written programs depends 
on the complexity of the problem that 
the computer is asked to solve, but 
the user is always able to control 
the process. 

The abilities of the system are 
picked out in comments from users : 
The two characteristic features of the 
GAMMA system, namely that it is 
intrinsically a calculator of functions 
and that it offers on-line programming 
and on-line graphical display of cal­
culated results, make it an attractive 
tool for numerical exploration of 
mathematical problems. Depending 
on the problem, the system rapidly 
provides either sufficient numerical 
insight to proceed with a further stage 
of algebraic work, or sufficient numer­
ical insight to decide on how to pro­
gram for extensive and/or more 
accurate computation off-line, or suffi­
cient numerical information to regard 
the problem as solved.' 

The following types of problems 
have been frequently treated on the 
GAMMA system : 

I) Examination of convergence pro­
perties of successive approxi­
mation schemes and comparison 
between different schemes 

II) Examination of the shapes of 
complicated curves and their 
dependence on parameters 

III) Function inversion — elimination 
of a parameter in a parametric 
representation, for example, given 
F(x) and G(x) find F(G) 

IV) Search for simple functional 
approximations to given data or 
curves 

V) Qualitative study of parameter 
fitting to given data or curves 

VI) Selection and detailed preparation 
of figures for scientific reports and 
publications. 

Such problems were studied in both 

real and complex variables. The 
complex calculus implemented on 
GAMMA and the corresponding dis­
plays in the complex plane have 
proved very useful. Another important 
asset is the on-line production of hard 
copy of the display. 

The GAMMA system has been used 
regularly over the past three years 
for an average of about twelve hours 
a week which has yielded consid­
erable experience with this kind of 
interactive system. This was very help­
ful in designing an improved version 
which is now being implemented on 
the CDC 6000 computers at CERN. 
The language adopted has gone back 
to the algebraic formulation of normal 
programming languages, while many 
other basic features of GAMMA have 
been retained and extended. The new 
system will be operational on a small 
scale in a few months' time and the 
present GAMMA system on the CDC 
3200 computer will then close down. 

H. Grote 
FOCUS is, basically, a complex file-
handling system which was developed 
at CERN during the years 1967 to 
1971. It does the file-handling job for 
users of the central computers and 
its tentacles reach out to all corners 
of the CERN site so that many users, 
for a variety of purposes, can be 
linked to the central computers. 

The heart of the system is a medium 
size computer, a CDC 3100, aided by 
a Hewlett Packard 2116 which serves 
to concentrate the incoming and out­
going communications. The 3100 is 
linked to various other computers and 
terminals and it is from them that it 
receives data files and to which it 
sends data files. These input and out­
put files contain different types of 
data, depending on the terminal. Thus 
FOCUS receives files from on-line 
experiments, from remote input/output 
stations or RIOS and, last but not 
least, from seventeen teletypes and 
four Tektronix 4002 displays that are 
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Below left: Representation of the FOCUS system 
illustrating the various links and terminals through 
which data can flow in both directions. 

1. 

available to individual users. In the 
opposite direction, of course, it re­
ceives program output from the cen­
tral computers — the CDC 6600 and 
6500. 

FOCUS assembles files into jobs 
ready for execution by the 6600 and 
6500 and then passes them for proc­
essing to the big computers. The 
output is sent back to the RIOS or 
terminals where it can be printed out 
or projected on the displays. For a 
RIOS user there is almost no sign 
that FOCUS is at work. He reads his 
deck of cards into a small computer 
(for example, the IBM 1130 in the 
ISR building) and his output is printed 
out at the same station. Behind the 
scenes the IBM 1130 has passed the 
problem to the CDC 3100 (via the HP 
2116) which has prepared it for the 
CDC 6600 and the results have 
travelled back through the same 
channels. 

If we consider an individual FOCUS 
user sitting in front of a teletype or 
display screen the sequence of events 
would be as follows : The user first 
tells the system, via a special com­
mand, that he is there and wishes to 
make use of its services. After a few 
minutes the system will reply that all 
his files have now been read off tape 
and copied onto disk. This procedure 
is necessary because of the very limit­
ed disk space available — there is 
only sufficient for the files of about 
twenty users simultaneously and not 

2. 

for the files of all the inscribed users 
of FOCUS (now numbering about 200). 

Once the user has his files avail­
able on disk (the files typically consist 
of several card images of FORTRAN 
programs, data card files, binary pro­
gram files, and binary display files), 
he can change them, delete or copy 
them* send them to other users, 
assemble them into jobs and send 
them to the CDC 6500 or 6600 for 
execution, print them at any of the 
RIOS, or display them on his teletype. 
All this is made possible by the file 
handling programs resident on the 
CDC 3100 disk. If the user has been 
lucky enough to get hold of one of 
the Tektronix 4002 displays, he can, 
in addition, display pictures which 
have to be generated in the central 
computers using the GD3 plotting 
package. 

Let us now take a look at two spe­
cific examples of 'semi-interactive' 
use of FOCUS in which the graphical 
display of results has been essential 
(of course, there are numerous 
others). The first example concerns 
the magnetic field plot of the ISR 
Split Field Magnet. The two Figures 
above show the contour plot of the 
main field component in one half of 
the magnet. The first Figure has areas 
free of field contour lines where, in 
the fifth-scale model of the magnet, 
the field could not be measured due 
to physical obstacles such as pillars 
and water supply tubes, shims, and 

1., 2. Two display pictures taken during 
'semi-interactive' use of FOCUS. The one on the 
left, is a field plot taken in the fifth-scale model 
of the Split Field Magnet with blank areas where 
obstructions prevented the field being measured. 
Successive 'fits' eventually yielded the plot on 
the right. 

3. Another example where the detection system 
of an electronics experiment is represented 
in the display picture. The signals that had 
occurred were also recorded on the screen and 
the operator could then help in the processing 
of the event. 4 

3. 

compensators. The aim of the semi-
interactive computing exercise was 
to fill in these areas with values of 
the field as it might look inside the 
obstacles if they were all made of 
non-magnetic material. 

The simulation programs tracking 
particles through the fields were told 
to follow a particle into an unplotted 
region. Thus fairly reasonable field 
values in the empty parts, (values 
good enough to allow a rather precise 
tracking in these regions) were 
invented. This was done by interpo­
lation between the existing values in 
an interactive way : in some twenty 
runs, using different numbers of points 
and different degrees of polynomials, 
this converged, via too low order fits 
and too high order fits, towards an 
adequate result (Figure 2) as judged 
from the smoothness of the curves. 

The second example is illustrated 
in Figure 3. For an experiment of 
the CERN-Orsay-Vienna collaboration, 
it was necessary to study rejected 
events from a detection system con­
sisting of cylindrical and plane wire 
chambers. The rather complicated lay­
out of the detectors was displayed 
together with the signals that had 
occurred, and the information on the 
tracks which had been found. In a 
semi-interactive procedure certain 
parameters were varied in the track 
association program and the same 
events were reprocessed several 
times with only short delays. 
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c) Interactive design of 
beams and optics 

As further examples of interactive 
computing there are two special pur­
pose programs being developed at 
CERN. The first (known as BETON, 
BEam Transport ON-line) is for the 
design of beam transport systems 
which is, by now, a well established 
application. The second is for the 
design of the optical system for Che-
renkov counters which is a new appli­
cation. 

The BETON program is written in 
FORTRAN and runs on the CDC 6000 
computers using a Ferranti ARGUS 
computer and display for the inter­
active processes. The user presents 
data for a beam transport system 
(either on punched cards or by typing 
it in at the display keyboard) which 
describes the beam-line components 
— field free regions, quadrupole 
magnets and bending magnets — and 
which also feeds in the characteristics 
of the beam as it enters the beam 
transport system. With BETON the 

R. Miller 
user then proceeds to modify the pa­
rameters of-the beam-line components 
so that he can take the beam through 
the system and have it emerge with 
desired characteristics. 

Once the input data has been read 
and verified by the user, a graphical 
representation of the transport sys­
tem is displayed on the screen. It is 
possible to obtain a graphical trace 
of individual rays through any part of 
the system by typing in the parame­
ters of the incoming particle and by 
specifying the region of the beam-
line to be investigated. The envelope 
of the beam through the system can 
be traced and a plot of the phase 
space ellipse at any point can be 
obtained. 

There are two types of facility 
available for modifying the character­
istics of the transport system. On the 
one hand there are automatic match­
ing facilities, available in traditional 
off-line programs, for phase-space 

1. A display of information obtained using the 
BETON interactive program for the design of beam 
transport systems. Each vertical block is a beam-
line component whose position along the beam-
line is indicated along the x-axis. The parameters 
of these components can be changed in an 
interactive manner. 
The lines drawn through the system represent 
the beam envelope (solid line) and a ray trace 
(dotted line). Below are the product matrix and 
phase space ellipses. 
2. Examples of output from the interactive 
program on Cherenkov counter optics. The picture 
top right is a perspective view of a*three-
dimensional surface ; below is a contour plot of 
the same surface. 

ellipse matching and trajectory match­
ing. On the other hand there are 
a series of options for manual editing 
of the data by the user. These make 
it possible to alter the data, change 
the parameters of some components, 
delete components from the system, 
and introduce new components. When 
the editing or matching is completed, 
the user can immediately see the 
effect on the properties of the trans­
port system by using the ray tracing 
facilities. 

The user automatically obtains a 
record of his actions on the line print­
er and, in addition, he can obtain 
a hartl copy of the information on 
the display screen either on a plotter 
or on microfilm. At the end of a 
session at the display, he can save 
the data concerning the state to 
which he has manoeuvred the beam 
transport system and can feed it in 
again when he re-uses the program. 

The great advantage of interactive 
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Mathematical 
computing 
a) In theoretical studies 

Several times in the above articles we have 
run into the use of computers for 'numerical 
mathematics'. The following two articles cover 
some typical uses by theoreticians and by 
accelerator designers. 

computing of this type is that the 
designer can interrupt at certain sta­
ges of the process and, from the gra­
phical display, can decide whether to 
continue or to modify the convergence 
conditions demanded. This greatly 
speeds the design and can result in 
more sophisticated design. With a 
little experience the work of five or 
six runs using a conventional off­
line batch process program can be 
performed in an hour at the display. 

BETON is still being developed and 
a number of additional facilities are 
in preparation. The program has al­
ready been applied in the design of 
the fast ejected proton beam-line used 
in the neutrino experiments, for the 
p10 and m12 beam-lines, and in a 
study of an improved ejected proton 
beam-line for the next series of neu­
trino experiments. It was also used in 
modifying the parameters of the 
70 GeV fast ejected beam at Serpu­
khov, taking into account the final 
installation details. The results of this 
work were transmitted to the Soviet 
Union only hours before they were 
successfully used for the first beam 
ejection at the beginning of February. 
Secondary beams for Gargamelle, 
with and without r.f. separation, are 
also being studied using the BETON 
interactive program. 

A second interactive program with 
graphical output is at present under 
development for studying the optical 
system of a Cherenkov counter. The 
Cherenkov light emitted by different 
particles along their trajectory in the 
counter is simulated for different va­
lues of velocity, and for different di­
rections and distances of emission of 
the particle from the optical axis. 

The data for display consists of 
the point of intersection of a ray with 
the focal plane for about one thousand 
different rays from each particle. The 
points are transformed into a density 
function by summing the number of 
rays falling within a certain area, thus 
producing a function which is then 
output in the form of a perspective 
view of a three-dimensional surface. 

At present the program is being run 
in a semi-interactive mode through 
the FOCUS system with output to a 
T4002 display and hard copy on mi­
crofilm. When more experience of the 
problems involved has been gained, 
it is planned to provide an interactive 
version of the program using the 
ARGUS display. 

Theoretical physicists mostly use the 
•computer facilities for numerical eva­
luation of theories in order to com­
pare theory with experiment (or theory 
with theory). Usually this only puts 
moderate demands on the computer 
and its software. Most programs re­
quire only a library of special func­
tions and virtually never use tapes or 
other ' complicated ' peripheral equip­
ment. They are reasonably satisfied 
with a card reader, for input and a 
line printer for output. About 8 0 % of 
the computing j obs ' from the CERN 
Theory Division are of this scale. They 
would in fact be even better off in 
an interactive environment with an 
' advanced desk calculator' . The 
GAMMA system described above is, 
among other things, a sophisticated 
attempt to cater for these needs. 

Some theorists use computers on 
a grander scale. Numerical integra­
tion in many dimensions, phase shift 
analysis and multiparameter fits to 
phenomenological models lead to 
large central processor time con­
sumption and require fast computers. 
This kind of computation is analogous 
to the last stage in the analysis of 
experimental results. 

A more exotic use of the compu­
ter by theorists is in the field of 
algebraic manipulations. A theoretical 
expression may not immediately sub­
mit to numerical evaluation but re­
quire a certain amount of algebraic 
simplification before numbers can be 
extracted. This is for instance the 
case in the evaluation of Feynman 
graphs in quantum electrodynamics 
and related fields. A Feynman graph 
leads to multi-dimensional integrals, 
over infinite regions, of complicated 
products of matrices, vectors and spi-
nors. Not only is the integration region 
infinite but the integrand has singula­
rities within this region. This prevents 
a direct numerical attack on the in­
tegral and other methods are needed. 

First of all the problem is to trans-

B. Lautrup 
form the integration region into a 
finite domain. This is done in a series 
of well-defined steps reducing the 
integral to a standard form. In this 
process matrices and tensors are 
multiplied out, new integration varia­
bles introduced, vectors multiplied 
with each other to yield physical 
scalar quantities, the old integration 
variables integrated out, etc. 

Although this is quite simple to do 
by hand for uncomplicated graphs, it 
becomes extremely cumbersome for 
higher order graphs. The number of 
terms is so large that it is beyond 
the ability of the human mind to 
handle them. As the operations per­
formed on each term are almost iden­
tical, the problem is mostly of a book­
keeping nature. This is an ideal task 
for the computer since it is able to 
do the same operation over and over 
again without tiring, or making errors. 

At CERN a large-scale algebraic 
manipulation program (SCHOON-
SCHIP) capable of carrying out the 
reduction described above is avail­
able. It was written by a single person, 
M. Veltman from Utrecht, in the 
middle of the 1960s and has been 
continually expanded and modified 
since then. The program accepts input 
in the form of an expression contain­
ing gamma-matrices, vectors, scalars 
and even spinors. It allows for expan­
sion, trace calculation, collection of 
identical terms, a variety of substitu­
tions, limited factorisation, asymptotic 
expansion, etc. It has even been pos­
sible to perform several-dimensional 
analytic integration using the substi­
tution facilities. 

Another program capable of carrying 
out the same kind of calculations will 
eventually become available at CERN. 
This is the language oriented program 
REDUCE written by A. Hearn from 
Salt Lake City. It is more flexible than 
SCHOONSCHIP but requires much 
more software. It has been implement­
ed interactively on a PDP-10. 
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b) In accelerator design 

C. Bovet, E. Keil, N. Vogt-Nilsen 
The design or modification (optimisti­
cally, always called Improvement') of 
accelerators, storage rings or sophis­
ticated beam transport systems is, 
today, unthinkable without the use of 
computers. The study of particle beam 
behaviour in relation to the electro­
magnetic fields it experiences (includ­
ing the space charge forces generated 
within the beam itself) is often of a 
complexity which could not confidently 
be mastered without extensive com­
putation. We will indicate here the 
sorts of problems (with a few specific 
examples) for which accelerator spe­
cialists use computers. 

There are some 'big' programs, 
which change little in the course of 
time and which solve standard pro­
blems. Examples are beam optics 
programs used for the design of beam 
transport systems, cyclic accelerators 
and storage rings. The basic arith­
metic operations are the same in all 
three cases — multiplying matrices 
describing the action of components 
(drift spaces, quadrupoles and bending 
magnets) on the particles traversing 
them. The complicated magnet struc­
tures which are now fashionable in 
large synchrotrons and storage rings, 
with matched insertions, low beta-
sections etc., are a product of the 
use of computers which have made 
it comparatively easy to calculate 
their effect on particle beams. 

An example is slow ejection using 
the resonance technique which has 
been studied at the CERN proton syn­
chrotron for many years and more 
recently at the ISR. The magnet ring 
is represented by linear fields (matrix 
solution) plus more non-linear lenses. 
For a given set of field values, which 
correspond to resonant conditions, all 
the characteristics of the ejected beam 
can be predicted by following, in the 
computation, only a dozen protons 
from the time they become unstable 
to the time they are ejected. 

Another example at CERN of an 

extensive computer design study to 
ensure that good beams could be 
obtained from an intricate machine 
configuration was in the improvement 
programme of the 600 MeV synchro­
cyclotron. The motions of the protons 
from capture at the centre, through 
radio-frequency acceleration and ex­
traction were optimized and the 
design goals specified. At the design 
stage, the configuration of the elec­
trodes at the centre was studied by 
furnishing field data measured in an 
electrolytic tank to the computer and 
optimizing their configuration by orbit 
calculations. Orbit calculations were 
also used to study the shape of the 
DEE so that it would not induce 
unwanted radial oscillations. Similar 
calculations were done concerning 
errors in r.f. frequency versus time 
and r.f. voltage. The extraction system, 
involving an improved regenerator and 
a new extraction channel (electro­
magnetic coil with a current septum 
followed by an iron channel) was 
designed in detail using the computer. 

There are also magnet programs 
which calculate the magnetic field in 
the gap of a magnet with a given 
steel profile, coil position and mag­
netic characteristics. These programs 
have changed magnet design from an 
art into a science, and have made it 
possible to design magnets with the 
field tolerances required for modern 
accelerators so that they can be built 
in a reasonable time and at reason­
able cost without extensive modelling. 

However, the biggest impact of 
computers on accelerator design 
comes from the fact that the solution 
of any problem which can be express­
ed by a formula, hovewer complicat­
ed, can now be readily evaluated on 
a computer. This has drastically 
extended the range of problems for 
which solutions are known, it has 
reduced the work load on the acceler­
ator physicist because he no longer 
needs simplified expressions which 

can be handled on desk computers 
and, finally, it provides numerical in­
formation in nearly unlimited quantity 
on which to base decisions. This acti­
vity (evaluating formulae) actually 
takes most of the programming time 
of accelerator specialists, although it 
subsequently absorbs only a tiny 
amount of computer time.* 

On several occasions, complex pro­
blems have been solved by the Monte 
Carlo method, using random numbers 
generated by the computer, to select 
values in a multivariate distribution. 
This was the case when the effect of 
magnet imperfection or misalignment 
on the closed orbit was studied, in 
advance, for the ISR and the PS 
Booster. Tolerances were thus impos­
ed on the magnet construction and 
correction devices were developed 
accordingly. 

Other examples are the computation 
of the effects on a particle beam of 
multiple scattering when hitting an 
internal target or septum. It is vital 
that the ejection efficiency, which can 
be computed in this way, is known in 
advance so as to predict the distri­
bution of radiation on components. 

Finally there are problems in 
accelerators which can be solved by 
simulation. These are typically pro­
blems involving space charge effects 
where every particle is not only sub­
ject to external focusing, from guide 
fields, but also to forces due to all the 
other particles in the beam (and in the 
counter-rotating beam in a storage 
ring). The differential equations des­
cribing the motion of individual par­
ticles and their individual contribu­
tions to the space charge field can be 
formulated but the solution in closed 
form cannot. In these cases, the 
particle motion is simulated on a 
computer. Used properly, simulation is 
a powerful tool to stimulate new think­
ing about beam behaviour under 
heavy space charge conditions. 

Such a simulation was done to 
study, in advance, the behaviour of 
multiturn injection into the PS 
Booster. In this case, only a few hun­
dreds of particles (called macropar-
ticles, because each represents, say, 
one billion protons !) were tracked 
together for a dozen revolutions in the 
machine during which time space 
charge forces were applied in steps 
following a numerical solution of 
Poisson's equation. 
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Special applications 
a) Omega and SFM 

computer system 

A special computer system is to be 
used with the Omega and Split Field 
Magnet projects. It is the most intri­
cate and extensive system ever to 
be allocated specifically to experi­
ments using electronic detectors and 
merits description both for itself and 
as an example of a way of using 
computers which will probably 
become more prevalent in high 
energy physics laboratories in years 
to come. 

First a brief mention of what the 
Omega and SFM projects are. The 
Omega spectrometer now being built 
in the West Hall has a superconduct­
ing magnet providing a 1.8 T field 
over a very large useful volume 
(14 m3). Within the volume various 
systems of electronic detectors can 
be set up (initially an array of optical 
spark chambers viewed by Plumbicon 
cameras will be installed). Many expe­
riments can use the spectrometer 
simultaneously and data taking rates 
can be very high. The SFM is to be 
built at Intersection 4 of the ISR. Its 
'split' field will affect secondary par­
ticles produced in collisions between 
protons at the intersection, so that 
their properties can be measured, 
while not, overall, disturbing the 
stored proton beams which are orbit­
ing the two rings. Multiwire propor­
tional chambers will be installed in the 
magnet aperture and, again, several 
experiments can use the same detec­
tors and data taking rates can be 
very high. 

Some of the features of these pro­
jects which have influenced the de­
sign of their computer system are : 
— They are 'universal' detectors simi­
lar to bubble chambers. This means 
that they are fixed in position and can 
accommodate a wide variety of experi­
ments with comparatively little modi­
fication. They can be used for many 
experiments at the same time. They 
can result in floods of data. They 
represent high capital investment and 

1. One of the EMR 6130 computers which 
completed its acceptance tests in 1971 and has 
already been used on-line in ISR experiments. 

2. The Cll 10070 computer which also completed 
its acceptance tests in 1971. The first link to an 
EMR 6130 is now being tested. The full system 
for Omega and the Split Field Magnet is 
scheduled to be in operation by the end 
of this year. 

H. Davies 
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should be used to the maximum pos­
sible. Data, to a higher extent than 
before in electronic experiments, will 
be taken back to research centres 
in the Member States for analysis (as 
with bubble chamber film). The follow­
ing description of the computer sys­
tem indicates how these features have 
been catered for. 

The heart of the computer system is 
a Cll 10070 computer (a French-built 
Sigma 7) which has 80 K words of 32-
bit memory and 4.5 M words of disk 
storage and which is provided with a 
multi-programming operating system. 
Later this year, it will also be 
equipped with five 1600 bpi tape units, 
replacing lower performance units 
which are connected at present. 

The next largest machines in the 
system are two EMR 6130 computers, 
one used by Omega and one by SFM. 
They have almost identical configu­
rations which include 24 K words of 16-
bit memory, a 1 M work disk and high 

speed input/output channels. System 
software includes a simple but effi­
cient operating system, with full 
FORTRAN IV capability and an over­
lay loader. Three small PDP-11 com­
puters (8 K words of 16-bit memory, 
paper tape equipment) are used by 
the Omega project and a fourth 
PDP-11 is used for the control of two 
Tektronix T4002A display terminals 
equipped with tracker balls for inter­
active work. 

All the small computers in the 
system will be connected to the Cll 
10070 via CERN-built data links. Data 
transmission is in serial form using 
Phase Code Modulation and a stand­
ardized data format so that, in prin­
ciple, any computer can be linked 
to any other one once it has a link 
controller. Special buffering techni­
ques allow data transfers at different 
speeds and the transmission rate can 
go up to 7 Mbits/s depending on the 
quality of the cable and the distance 
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Schematic representation of the computer system 
for the Omega spectrometer and the ISR Split 
Field Magnet detectors. Top left is the EMR 
6130 which will be used on-line to experiments 
in the SFM. Below is the EMR 6130 which 
will be used on-line to the experiment actually 
taking data in Omega. Other Omega experiments 
will use PDP-11 s for setting up and can call on 
the large Cll 10070 if necessary. The Cll 10070 
will also be used for final processing. 

between the two computers involved. 
The principle function of the system 

is for on-line data acquisition and 
checking. It will be used both during 
the development and testing of the 
experimental hardware (wire cham­
bers, counters, read-out systems and 
so on) and during the production 
phase of the experiments when data 
from large numbers of events has 
to be read, checked and stored on 
tape for further processing (either on 
the CERN central computers or in the 
home research centres of visiting 
groups). 

At the SFM, all the experimental 
equipment is connected directly to its 
EMR 6130 and a data acquisition pro­
gram is provided to read data after 
each trigger, buffer it in the computer 
memory and then write it onto mag­
netic tape. The same program allows 
a sample of the data to be passed 
to a second program running in the 
machine which can check that the 

experimental hardware is functioning 
correctly and that the quality of the 
data is good. Samples of data can 
also be sent along the data link to 
the Cll 10070 for more extensive ana­
lysis. Periodically, the results of these 
calculations can be sent back to the 
physicists at the EMR 6130 giving 
fuller information on the progress of 
the experiment. 

At Omega, the system works in the 
same way but only the Plumbicon 
camera read-out system and counters 
common to all experiments (for exam­
ple, the beam counters) are connected 
directly to its EMR 6130. Since several 
groups can be working simultaneously 
with Omega (for example, two setting-
up new experiments and a third ac­
tually taking data) each group is 
being provided with a PDP-11 com­
puter for setting-up and testing indi­
vidual systems. The PDP-11 being 
used by the group which is taking 
data is connected to the EMR 6130 

via a one-way link between two 
CAMAC systems developed in the 
Nuclear Physics Division. The EMR 
6130 then reads the counter data from 
its CAMAC system almost as though 
the counters were connected directly. 
The software and operation of the 
machine is therefore very similar to 
that for the SFM. 

The Omega groups who are check­
ing their systems can send data along 
the link from their PDP-11 and thus 
supplement the limited computing 
capacity of their on-line machines by 
making use of the Cll 10070. The diffi­
culty of programming very small ma­
chines has been overcome by provid­
ing a high-level assembler language 
called PL-11. Later this year, a user 
sitting at a PDP-11 teletype will be 
able to modify his program which has 
been stored on the Cll 10070 disk, 
have it compiled on the 10070 and 
then load it into his PDP-11. This is 
a very powerful tool to help in the 
complex procedures needed in setting 
up a new experiment and can be used 
without interfering with an experiment 
in progress. 

A second important function of the 
system is to provide development fa­
cilities for the off-line analysis pro­
grams for Omega and SFM experi­
ments. These off-line programs cover 
a wide variety of applications — simu­
lation of events in Omega, pattern 
recognition and geometrical recon­
struction of Omega events (a system 
called ROMEO), pattern recognition 
in three dimensions for SFM events 
and studies of detector arrangements 
to optimize event detection in SFM. 

Two interactive display terminals 
are being provided to help the pattern 
recognition work and for applications 
such as the correction of errors made 
in automatic event recognition and 
analysis. The use of storage tubes 
makes it possible to provide cheap 
terminals. To the user, they appear 
as peripherals of the Cll 10070 but 
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b) ERASME computer system 

in fact a PDP-11 intervenes to control 
them making it easier to connect two 
terminals simultaneously (the number 
can be increased later) and to pro­
vide fast response to user actions 
such as indications of position on the 
display screen using a tracker ball. 
The graphics display system GD-3, 
already used on the CERN central 
computers, has also been made avail­
able on the Cll 10070. The two EMR 
6130 computers are equipped with 
T4002 terminals and each on-line 
PDP-11 has a Tektronix 611 storage 
tube connected through its CAMAC 
system. Extensive use is thus made of 
display techniques and care has been 
taken to ensure maximum compatibi­
lity in the programming of the various 
machines so that data generated on 
one can emerge in more or less the 
same form on any of the others. 

The system is now at an advanced 
stage of implementation. Each com­
ponent computer is working and the 
first versions of the off-line programs 
are being used. The SFM EMR 6130 
has been in action for two experiments 
at intersection I-4 of the ISR. The 
first link between the Cll 10070 and 
an EMR 6130 is tested ; the first link 
between the Cll 10070 and the display 
PDP-11 will be ready shortly and the 
display system will then be made 
available. When these two links are 
completely debugged, the remaining 
links will be added one by one. 

All the basic facilities will be avail­
able by the time the first Omega 
data is produced in June of this year 
and, by the time the two large projects 
are completed in January 1973, a com­
plete array of hardware and software 
systems will be ready to help in carry­
ing out a new generation of electronic 
experiments. 

ERASME is a system designed parti­
cularly for the scanning and measure­
ment of film to be taken with the 
large hydrogen bubble chamber, 
BEBC, which will be operated this 
year at CERN. As mentioned earlier in 
this issue, it carries the philosophy 
of operator intervention, in both the 
scanning and the measurement stages, 
further than many other systems and, 
in this, is probably typical of the new 
generation of this type of device. 

The operators of ERASME units will 
be able to search for particle events 
(scan the film) using optical projec­
tion facilities and then to request the 
measurement of these events by 
means of precision CRT digitizers 
incorporated in the units. Each unit 
will also contain displays whereby the 
operator can correct or aid the meas­
uring process and the subsequent 
analysis of the resultant data. 

Many of the experiments that will 
be carried out in BEBC will be 'high 
statistics' experiments (involving sever­
al hundred thousand events) and will 
be studying types of event that occur 
frequently (once or more per expan­
sion of the chamber). This has been 
one of the major factors influencing 
the design of the ERASME system. 
Another has been the need for flexi­
bility, since ERASME can be in use 
processing film from more than one 
experiment at a time. It is therefore 
desirable to be able to operate units 
in more or less automatic modes and 
also to be able to mix production 
work and development of the system 
freely. These considerations have lead 
to a system in which many of the 
processes (scanning and measure­
ment), which in other systems are 
carried out on separate pieces of 
equipment, are combined into a 
series of operations on a single 
machine. It has also lead to a system 
in which the measurements of each 
event will be subjected to a rigorous 
three dimensional geometric test 

D. Lord 
before they are allowed through to 
the output. 

It is obvious that, with these addi­
tional tasks to perform, ERASME has 
need of a computer system more 
extensive and versatile than other 
devices of this kind. Besides the 
Scanning and Measuring Units (S/M 
units), ERASME has an impressive 
complex of computers. The focal point 
of this complex is a PDP-10 computer 
with 96 K words of 36-bit core store 
and 10 M words of disk store ; it is 
furnished with a powerful operating 
system that provides time-sharing, 
multi-programming, batch processing 
and real-time facilities. Each S/M unit 
is equipped with its own PDP-11 com­
puter. Each PDP-11 has an Extended 
Arithmetic Element, 8 K words of 16-
bit memory (eventually to be made up 
of core store and MOS-memory modu­
les) and a 256 word Read-only-
Memory (built at CERN). 

Each PDP-11 is linked to the PDP-10 
in two ways - by a slow serial link, 
that allows free communication be­
tween the operator of an S/M unit and 
the PDP-10 operating system, compil­
ers and utility programs, and by a 
fast parallel link. This parallel link has 
several unusual features that essen­
tially allow a zone to be defined for 
each PDP-11 in the PDP-10 core store. 
These zones then serve as extensions 
of the PDP-11 memories — in other 
words, each PDP-11 central processor 
can directly execute programs or 
access operands in these zones. As 
the zones can be located more or less 
anywhere in the PDP-10 memory by 
merely changing the contents of relo­
cation registers, this parallel interface 
allows considerable extension of the 
memory available to each PDP-11 
without the use of overlaying techni­
ques. The parallel link also provides 
the means whereby the PDP-10 and a 
PDP-11 can interrupt one another and 
test status. 

The computers in the ERASME 
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Schematic representation of the ERASME 
computer system. At the special interface 
(indicated at the centre of the diagram) the 
PDP-11 s, each associated with a scanning and 
measuring unit, are brought in. In the bottom 
right-hand corner is indicated an S/M unit, its 
computer and controls. 

system have many roles - control of 
the measuring operation ; pattern 
recognition, filtering and correction of 
data ; geometric tests; calibration 
calculations ; services. 

Measuring, pattern recognition and 
filtering are essentially operations 
that are carried out together and the 
main parts of these programs run in 
the PDP-10. During, for example, the 
measurement of a track, the meas­
urement program will send a 
command to the appropriate PDP-11 
for measurements to be made in a 
small area of the picture (typically 
0.5 x 1 mm2) ; the PDP-11 in its turn 
will translate this command into a set 
of control words that instruct the 
'Scan Control' and 'Digitizing' logic 
of the S/M unit to sweep the CRT spot 
over this area and to generate posi­
tion measurements every time it 
encounters an 'object' in this area. 
These measurements are then trans­
mitted directly into the memory of the 
PDP-11 where a preliminary filtering 
operation, that of histogramming them 
with respect to an edge of the area, 
is carried out. The results are then 
returned to the PDP-10 where the 
filtering operation is completed and 
the control program decides which 
area should be examined next. 

Other operations carried out by the 
measurement, pattern recognition, and 
filter programs in the PDP-10, with the 
same kind of collaboration with the 
PDP-11 during the measurement of 
an event, are — read-out of coded 
data from the Data Box ; fiducial loca­
tion and measurement; vertex loca­
tion ; track selection at a vertex. 
During these processes the operator, 
who can follow what is happening on 
display screens, can intervene to 
correct or aid as required. 

Once the measurement of an event 
has been completed and corrected 
for the distortions in the CRT measur­
ing system, and as an S/M unit permits 
all of the views of an event to be 

measured one after another, the event 
data can be processed in the PDP-10 
by part or all of the geometric recon­
struction program, LBCG, that has 
been developed for the new gener­
ation of large bubble chambers. This 
program, written in the form of highly 
modular HYDRA processors, des­
cribed earlier in this issue, can per­
form all the necessary tests for on­
line detection of faults in event data, 
even to the extent of doing rough 
kinematic tests. If the reconstruction 
of tracks in an event fails, the oper­
ator is called on to supply subsidiary 
information, to correct the data or to 
initiate a re-measurement of all or part 
of the event. The data of satisfacto­
rily reconstructed events is written 
into a disk file for subsequent 'spool­
ing' to magnetic tape or transmission 
over a data link to the central com­
puters, where the kinematical and 
statistical analyses are carried out. 

As the CRT measuring systems can 
experience drifts and distortions they 
have to be calibrated from time to 
time by measuring a standard grid, 
under the control of programs in the 
PDP-10. The programs do fits to the 
completed measurements and com­
pute the necessary coefficients to be 
applied to the measurements of the 
bubble chamber film to correct them. 

The services controlled by each 
PDP-11 are — overall servo-control of 
the various moving stages and the 
film transport of the S/M unit ; read­

out of the positions of these stages 
and the operator interface. The oper­
ator interface is envisaged at present 
as consisting of — two Storage Tube 
Displays (type 611) on which the 
PDP-11 can write displays of digitiz-
ings from its S/M unit or the contents 
of display files received from the 
PDP-10 ; a track ball by which the 
operator can indicate desired displa­
cements of either the cursor in the 
Storage Displays or of stages to 
move the projected optical image ; a 
functional keyboard, for the selection 
of alternative program action, and an 
alpha-numeric keyboard. As the stage 
motions are digitized the operator 
can, by using the track ball, align 
some feature of the optical image 
with a reference mark. The stage 
coordinates then give an indication 
of that feature, allowing the operator 
to 'point' to it in a way that is ana­
logous to what can be done in the 
Storage Displays with the cursor. 

To achieve the desired flexibility, 
each S/M unit with its PDP-11 should 
be able to use the facilities of the 
PDP-10 independently. This will be 
accomplished by a combination of the 
HYDRA system and standard features 
of the PDP-10 monitor system, which 
will enable a number of separate, but 
interdependent, time-sharing tasks to 
run together in the PDP-10. These 
tasks can be swapped on and off the 
disks as required. 

One of the main services to be 
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c) Computer control 
of accelerators 

JMB. Madsen, R. Keyser, J.T. Hyman 
provided by the PDP-10 is that of 
aiding program development. To this 
end the PDP-10 is equipped with a 
communications multiplexor and six 
terminals (teletypes and CRTs). From 
these terminals programmers can 
enter and edit program texts, control 
compiling loading and execution, 
manipulate files and do on-line 
debugging. In fact the PDP-10 has no 
card reader, program source files 
being kept on disk or magnetic tape. 

The PDP-10 was installed at CERN 
last summer and is now linked to the 
PDP-11's of the first two S/M units. 
The construction of the first S/M unit 
is almost complete and test runs on 
small samples of events are expected 
to start in April or May of this year. 
The construction of the second and 
third units has started and they are 
scheduled to be completed by the 
beginning of 1973 ready to receive 
film from BEBC. 

Not many years ago there was still 
.debate as to whether the use of com­
puters in the control of accelerators 
was desirable. Now there is no doubt 
about the important role that compu­
ters can play in the operation of accel­
erators and the debate is only about 
the extent and the mechanisms of 
computer control. All new machines 
are built with computers as an integral 
part of their design. All old machine 
are struggling to adapt themselves to 
the maximum to computers which 
have been grafted on. We cover here 
the use of control computers at CERN 
in the operation of the 28 GeV proton 
synchrotron, the Intersecting Storage 
Rings and the coming proton synchro­
tron of several hundred GeV energy 
at Laboratory II. 

At the PS 

The control of the PS is a mixture 
of a purely manual system and a com­

puter system. This has come about 
because computer control was un­
heard of in the days when the PS was 
built and it was only in 1967 that an 
IBM 1800 was introduced. (Recently 
constructed equipment, however, such 
as for the PS Booster, is computer 
compatible and all their controls are 
handled through the computer.) 

Adapting the already existing data 
acquisition and remote controls to the 
computer required a general rebuilding 
of the hardware which has been a 
costly and time consuming business. 
A range of standard interface equip­
ment and a computer-driven digital 
addressing and data transmission 
system (called STAR) were built to 
help these transformations. So far, 
most progress has been in the data 
acquisition field. 

The computer control system is 
based on an IBM 1800 whose major 
features are given in the table. During 
PS operation it is connected to the 
process all the time. As there are 
other tasks (such as developing and 
testing of new programs) besides the 
execution of process jobs, some re­
strictions are imposed on the way the 
computer can be used. For example, 
a specific real-time job (the gene­
ration of 48 time-varying analogue 
voltages) was diverted to a small com­
puter, a VARIAN 620/i, which is 
connected to the IBM 1800. Also, the 
number of routine tasks performed 
per cycle has been kept low. The 
central computer is able to perform its 
multiple tasks using the software 
system provided by IBM, the Multi­
programming Operating Executive 
Systems (MPX). With the MPX, there 
is a permanent 4 K space in the IBM 
memory for application programs for 
each of the Linac, the Booster and 
the PS, and there is an 8 K variable 
core at general disposition. 

Two small computers (SIEMENS 301) 
are assigned to the power supplies 
of beam transport elements in the 

87 

Characteristics of the PS control computers 

Core Storage 40 K 16 + 2 bits 2.25 
Data Channels 7 
Digital Output 8 16 bits 500 K words/s 
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CO Process Interrupts 3 16 bits 10 ^s 

m Disk Unit 3 512 K words 36 K words/s 
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Line Printer 1 150 lines/m 
Card Reader/Punch 1 300 cards/m 
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experimental areas - one of them 
takes care of the data logging of the 
elements in the East Area, while 
the other will later this year form 
the central part of a power supply 
control system for the West Area. 

Applications of the IBM 1800 are : 
I. Complex measurements which may 

include control functions (beam 
emittances, energy spread of Linac 
beam, closed orbits etc... 

II. Data acquisition, handling and 
display 

III. Watchdog functions (implemented 
on a few systems such as the slow 
ejection) 

IV. Book-keeping 
V. Optimizations (not used on-line, 

but good experimental results have 
been obtained on PS injection). 

Great importance is attached to 
operator-computer communication and 
multiple control and observation 
points are provided in the Main Con­
trol Room (MCR). There are three 
alpha-numerical displays with vector 
mode and keyboards (the system 
operates via the IMLAC PDS1 4 K 
mini-computers linked to the IBM 
1800) ; three midi-consoles (used for 
the Booster) to select parameters via 
push-buttons and to set and record 
these parameters (the consoles are 
directly linked to the IBM 1800) ; 
thirty Nixie displays served by the 
IBM 1800 each having a ten parameter 
selection panel. 

The operator can call standard 
programs via a push-button panel and 
can specify options via a conversation 
carried out on the PDS1 displays. To 
enlarge the interaction possibilities an 
interpretive language is being built 
up which is already in use for ele­
mentary control operations. 

Maximum benefit from computer 
control of a system comes when com­
puterization has been applied from A 
to Z. This is the case with the Booster 
where there are 410 controls and 760 
data acquisitions. However to com­

plete the computerization of the Linac 
and PS would drown the IBM 1800 
and other solutions need to be found. 
An expansion based on the introduc­
tion of more mini-computers for spe­
cific tasks (such as close monitoring 
of ejection systems, beam measure­
ments and Linac control) is being 
developed. These mini-computers will 
become satellites of the central com­
puter. The final control system should 
automate the setting-up of the 
machine, ensure close monitoring of 
performance and high level commu­
nication with the operator, and be 
capable of optimizing certain pro­
cesses. The operator, ultimately, will 
remain in command as he has always 
been. 

At the ISR 

It was decided early in the ISR 
project to include a computer in the 
control system and this meant that 
'computerization' was applied through­
out in the design of machine compo­
nents. A Ferranti ARGUS was installed 
in the ISR Control Room towards the 
end of 1969. It is a 24 bit machine 
capable of 300 000 instructions per 
second and has a disk of 600 000 
words and a display system. At pre­
sent there are 28 K words of core 
store, card reader, etc. The system 
is capable of reading over 3000 
variables such as magnet currents 
and positions, and also of setting such 
variables to prescribed values. To­
gether with these analog values the 
computer can read some 8000 digital 
values, such as whether a switch is 
on or off, and can set such values. 

From the start of running-in of the 
beam transfer system in 1970 the com­
puter proved a very useful tool for the 
operators and the following descrip­
tion of some of the major applications 
will illustrate the advantages of com­
puter control. Setting the power sup­
plies in the beam transfer system 

to predetermined values is a standard 
procedure before each ISR run - the 
computer is many times faster than 
an operator and more reliable. The 
same is true in the setting up of the 
power supplies of the magnets in the 
two rings and here there is an added 
need that as many as 24 supplies may 
need to be varied in harmony to 
ensure a stored beam is not lost. 

The computer is used to calculate 
and display the beam orbit and the 
vacuum pressure around the ring. 
These sorts of jobs are characterized 
by large amounts of raw data needing 
to be processed and converted into 
values that the operator can quickly 
absorb. The readings of instruments 
themselves are drifting, under the 
influence of temperature and other 
uncontrollable factors, and they need 
frequent calibration. The computer 
stores the calibration constants on its 
disk for future use. 

The computer also periodically 
checks equipment for mal-functions or 
breakdowns relieving the operator of 
a tedious but essential task. This 
checking is useful not only for signal­
ling faults before they cause trouble 
but also for informing the operator of 
the particular reason that could have 
caused the breakdown. 

The interface between the instru­
mentation and the computer can 
cause problems but they are usually 
much more easily resolved than the 
problems involved in the computer-
operator interface. At the ISR the 
operator can communicate with the 
computer by means of several key­
boards or by buttons. Though the 
computer can reply on one of a 
number of printers, the display of a 
graph or picture on the CRT is often 
much more desirable and convenient. 
A powerful display system, involving 
four screens capable of graphic out­
put as well as text, is attached to the 
ARGUS for this purpose. 

The reliability of the ISR computer 
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Information emerging on display screens from 
the ISR control computer. 
1. A map of the vacuum pressure collected 
from gauges distributed around both rings. 
2. Closed orbit data from 53 electrostatic 
pick-up stations in a single ring. 
3. Machine parameters related to the magnet 
settings — the proton momentum (p) and the 
horizontal and vertical oscillation 
frequencies (QH, Qv). 
4. Magnetic field variation displayed as an 
index related to the initial field setting. 

system is extremely high despite the 
fact that it has no scheduled 
maintenance. When the ARGUS 
system was bought, the purchase 
included a second computer (though 
with many fewer peripherals). This 
was mainly to ensure a 'back-up' in 
case of trouble but it has rarely been 
called on to perform a back-up task 
for the on-line machine. It has, how­
ever, proved invaluable for the devel­
opment of equipment and programs 
while the on-line computer was 
occupied with its control functions. 

Linked to the ARGUS system via a 
data-link, but in fact autonomous, is a 
Hewlett Packard 2144A computer 
which is involved in field measure­
ments of the reference magnet units. 
It feeds the forecast beam parameters 
in the two rings, drawn from these 
measurements, through to the ISR 
control room. 

A full and varied development pro­
gram of the ARGUS system is under 
way. Existing facilities such as logging 
and monitoring will be expanded. The 
r.f. accelerating system will be brought 
under computer control. A large 
effort will be devoted to the exploi­
tation of a data-link network with 
experimenters' computers around the 
ring. Data that the ARGUS has in its 
store, or can obtain, is often required 
by the experimenters ; on the other 
hand, to improve machine conditions, 
the operators may require data that 
the experimenters' computers can 
furnish (they being the arbitrator 
that conditions have improved). 

Other data-links are also under 
consideration : one in particular will 
connect the two ARGUS computers 
to a PDP-11 that is on order. The 
main purpose of this new computer 
is for the attachment of new periph­
erals as part of the effort to improve 
the communication between man and 
machine. CAMAC is beginning to be 
used widely in the ISR control system, 
especially for interfacing equipment 

with the ARGUS. Due to its generality 
and computer independence, it has 
been chosen as the basis for the data-
links to experimenters' computers. 

For the SPS 

From the start it was clear that a 
computer based control system would 
be essential to handle the large 
amounts of process data and central 
commands needed in the operation of 
a machine providing energies of hun­
dreds of GeV. The outline of the com­
puter control philosophy is already 
clear. 

A highly modular system is envi­
saged for the SPS. At the lowest level, 
up to twelve process controllers 
(mini-computers with simple configu­
rations) will collect data and transmit 
commands to general equipment (for 
example, vacuum pumps, pressure 
gauges, etc.) via CAMAC interfaces. 
Larger computers, probably of the 
same type as the minis but with more 
core store, with disk systems and 
capable of 'stand-alone' operation 
will be used for the major sub-systems 
(for example magnet power supplies, 
r.f. accelerating system, etc.). Infor­
mation will pass from the mini-com­
puter level to a central computer (or 
computers) and vice versa, via an inter­
face or message switching computer. 
This will also control the passage of 
information to and from a disk-based 
data bank. 

The function of the central com­
puters) will be to provide facilities 
for the control consoles and displays, 
to break down operator requests into 
the constituent parts for transmission 
to the appropriate mini-computers and 
also to provide computational facili­
ties for complex control functions. In 
this latter task it may be assisted by 
a link to a central CERN computer. 

In addition to simple on/off and 
raise/lower commands, complex con­
trol functions employing linked 
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Schematic diagram of the control system 
envisaged for the SPS. Computers A to D will 
be small computers with disk-based systems. 
Process controllers (PCs), numbered 1 to 12, 
will be mini-computers. 

controls will be used. Displays of proc­
essed, rather than raw, data give 
the operator a better understanding 
of the results of his actions — for 
example, a single 'orbit bump' control 
and graphical display are easier to 
manage than the three constituent 
magnet controls each with their own 
current meter. 

One of the major problems of apply­
ing computer control to a large 
accelerator is that of software. Parti­
cular flexibility is required since the 
system is never 'finished', in the way 
that it is for a chemical plant or steel 
mill, but is always evolving to improve 
the abilities of the accelerator. For 
the SPS, the software, as well as the 
hardware, will be modular and will 
contain control and monitoring pro­

cedures. These will be linked together 
or called directly either by the oper­
ator or by program control. The key 
to this method will be the use of an 
'Interpreter' working directly on high-
level source code (probably a spe­
cially extended version of the BASIC 
language). By the adoption of a uni­
fied data structure and language 
syntax at all levels, stand-alone oper­
ation of parts of the system will be 
possible for parallel development and 
commissioning. A careful choice of 
the level of interpretation and the use 
of assembled or compiled code for 
real-time procedures and functions 
will enable an adequate speed of 
response to be achieved. 

Many of the ideas, to be incor­
porated in the SPS control system 
will be tested in a small computer 
system being built as part of the 
magnet measurement programme. 
This will help in fixing the parameters 
of the final system. 

d) Administrative 
Data Processing 

G. Minder 
The use of computers in adminis­
trative systems is very widespread, 
both in scale and in application, rang­
ing from multi-purpose records in 
large computer networks of govern­
ment departments to small-scale 
book-keeping in individual factories. 
CERN studied the application of a 
computer to its own administrative 
needs in 1965-66 and purchased an 
IBM 360/30 in 1967. It is known as the 
ADP computer (Administrative Data 
Processing) and its role can be sum­
marized as to take over administrative 
tasks so as to absorb the increasing 
workload in the growing Laboratory 
without recourse to more staff, and 
also to provide required information 
more efficiently and faster. 

For those who wish to go over the 
early days of the ADP in more detail 
there were articles in CERN COURIER 
vol. 6, page 157 (concerning the rea­
sons for launching the project) and 
in vol. 10, page 352 (concerning the 
completion of ' Phase 1 ' of the pro­
ject during which the major adminis­
trative tasks which can be handled by 
a computer had been transferred to 
the available computers). We will con­
centrate here on the current devel­
opments ('Phase IT) and on some 
possibilities for the future. 

Phase II aims to achieve a sub­
stantially integrated system on the 
360/30 in the course of 1972. ' Inte­
grated ' here means that the wide 
variety of tasks to which the computer 
can be applied wil l be as interrelated 
as possible in their use of the com­
puter. The applications are now linked 
in the IBM 360/30 into a set which 
is schematically represented in the 
diagram. For example, the same re­
cords stored in the computer can be 
drawn on for budgeting purposes, or 
in forward planning, and they include 
information relevant to claims (over­
time, etc.), insurance scheme calcu­
lations and so on. Thus the data that 
the computer holds with regard to 
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A schematic representation of how data in the 
ADP computer are 'integrated'. Information in 
one category may be accessible for applications 
in others. 

salaries do not exist in an isolated 
program, responding only to the 1 sa­
laries' button, but are available for, 
and are supplied by, many administra­
tive tasks. 

The IBM 360/30 configuration used 
for the integrated part of the ADP 
system now consists of a 96 k bytes 
central processor, an IBM 2314 direct 
access-storage facility with eight disks 
(plus one reserve) an IBM 2415 tape 
unit, a slow printer and a card reader. 

In addition, the CDC 6000 series 
computers are being used for a num­
ber of applications which would not 
benefit much from being integrated 
into the ADP system. These are mainly: 
network-based project planning 
(PERT), health physics and medical 
files, machine tool and electronic in­
strument inventories. These adminis­
trative tasks can all be handled by 
the individual services responsible 
and each stands on its own feet with­
out being inter-related with the data in 
the ADP system. The CDC 6600 com­
puter is also being used for planning 
purposes by individual Departments, 
according to their varying needs. The 
NCR 390 machine, which has been 
used mainly for the ' Salaries' appli­
cation since 1964, is to be phased out. 

When the decision was taken at 
the beginning of last year to estab­
lish Laboratory II alongside the exist­
ing Laboratory, it was understood that 
both Laboratories would share, as far 
as possible, the administrative infra­
structure which had already been 
built up. This obviously included the 
use of the ADP system and Laboratory 
II has used ADP programs from the 
beginning of 1971. The new work load 
which this represents could therefore 
be dealt with by the staff already in 
post. On a smaller scale the same 
has applied to the collaboration be­
tween CERN and the European Sou­
thern Observatory. The work on the 
ESO 3.6 m telescope, which is being 
designed at CERN, also uses the ad­

ministrative systems of CERN Labo­
ratory I such as the existing ADP com­
puterized applications for Personnel 
Records, Accounting, Stores, etc. 

In looking to the future, it is certain 
that the present outputs can be fur­
ther improved — information for all 
levels of management can be made 
faster, more detailed or more aggre­
gated, with better presentation etc. 
Obviously, a limit is imposed by the 
cost of implementing improvements 
and also by the desire not to change 
codes, forms, etc., too frequently. Up­
grading the ADP computer itself is 
unlikely to come about under foresee­
able future budgets but, nevertheless, 
some improvements are being inves­
tigated with a view to implementation 
possibly over the period 1973-76. 

Software: The ADP system could 
make use of COBOL and DBMS faci­
lities which will be available on the 
CDC 7600/6000 configuration. At pre­
sent, most ADP programs are written 
in COBOL — (ANS) or consist of IBM 
utilities which are often not appropri­
ate when one wants to retrieve se­
lected data quickly. 

Hardware: The ADP system could 
also make use of terminals in the 
network planned for scientific com­
puting. An IBM 2260 terminal was 
tested in 1969 but hardware and soft­
ware restrictions made it an unattrac­
tive solution at that time. An Olivetti 
DE 523 cassette recorder has been 
purchased recently and there are va­

rious advantages in using this device, 
which lies somewhere between the 
card punch and the on-line terminal. 

Output: Microfiches could replace 
hard copies in some cases. Here also, 
the ADP system could benefit from 
recent developments if they can be 
shared with scientific computing effort. 

These three possible areas of de­
velopment indicate how administra­
tive and scientific computing interests, 
which were quite different when ADP 
was launched five years ago, have 
moved closer to each other (mainly 
because large permanent data banks, 
which are found in most administrative 
applications, are now also being used 
in the physics). 

The next five years could see signi­
ficant progress with the ADP system 
at relatively low cost. But experience 
has shown that progress is rarely as 
fast as one hopes. There has been 
delay in implementing the applications 
foreseen for the ADP computer. Never­
theless, the ADP project has been 
carried out within the figures set in 
1967 both for the budget (3.5 million 
Swiss francs for equipment costs 
— purchasing, conversion and ren­
tal — over the five year period 1967-
71) and for staff ceilings (having the 
ADP system has resulted in some fifty 
administrative posts less than the 
number which would otherwise have 
been required by 1971). 
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MOTOROLA 

Omni Rail 
I N F O R M A T I O N 

Le nouveau 

declencheur Motorola a tension de zero 
est arrive! 

Grace au MFC 8070, vous vous epargnez de I'argent et des difficultes en eliminant les sources de parasites dans 
les circuits utilisant des thyristors et des triacs. 
• Comme le MFC 8070 declenche a la transition par le zero, le SCR ou le triac ne produit aucune perturbation 

de charge. 
• Les SCR et les triacs sont mieux utilises par Pemploi du MFC 8070. II est possible d'admettre une plus petite 

valeur de la raideur di/dt du courant d'enclenchement. Le MFC 8070 est livrable du stock! - Le MFC 8070 
est equivalent au GEL 300 FL (PA 424). 

Petit bottier 
Case 644 A 

Schema typique d'une 
commande a triac 

Mode de fonctionnement 
d'une commande a tension de zero 

Quelques exemples ou le MFC 8070 est particulierement bien adapte; 

THERMISTOR 

Commutateur synchrone de plaque 
chauffante, de moulin a cafe, 
de chauffage electrique, de 
bouilloir, de toaster, etc. 

Controle du niveau 
des liquides dans les 
machines a laver la vais-
selle ou le linge, dans les 
humidificateurs, etc. 

Controle de temperature des 
sechoirs a cheveux, des fours, des 
chauffages, etc. 

Nous sommes prets a vous faire parvenir une documentation complete, avec liste de prix, concernant notre 
grand eventail de thyristors et de triacs, sur simple demande de votre part. 

O M N I RAY A G , Dufourstrasse 56, 8008 Zurich Abt. Halblei ter (p 01 340766 Telex57198 
Conseils techniques en Suisse romande: te l . 021 25 24 55 telex 25450 
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Three new NIM modules: 
top performance, bottom dollar. 

Why try to save money at the expense of per­
formance when you can save money by getting 
performance? 

EG&G modules generally represent state-of-
the-art technical achievement. And their specs 
are unfailingly truthful. Which is why many lab­

oratories specify EG&G and don't mind paying 
the extra buck it sometimes takes to get perfor­
mance instead of specmanship. 

Here are three modules that provide the perfor­
mance you want, and beat other manufacturers' 
prices, to boot. 

EA100/N AMPLITUDE 
ENCODER $510 

ET101 /NLT IME ENCODER 
$450 

Interfaces to most 
CAMAC scalers. An 
economical solution to 
nuclear ADC require­
ments. 

• Upper and lower level 
discriminator 

• Coincidence or anti­
coincidence operation 

• Differential linearity typically 
better than 1 % 

• Stability better than 0.1 
channel/°C 

• Noise < 0.2 channel rms 
»2mV resolution (optionally 

< 1mV) 
» Equivalent to 10-bit ADC 

Improved encoder in­
corporated new features 
not found on previous 
ET100/N model. 

• Dynamic range 20 to 
> 130nsec 

• Gating input for start 
• 200psec resolution (optionally 

< 100psec) 
• Differential linearity typically 

better than 1 % 
• Stability better than 40psec/°C 
• Interfaces to all CAMAC 

scalers 

T121 /N QUAD UPDATING 
DISCRIMINATOR $695 
(only $173.75 per channel) 

Low cost per channel 
in applications 
requiring several 
discriminators. Front 
panel threshold adjust 
from - 5 0 to ~300mV. 

• Updating timer 
• Up to 24 discriminators per bin 
• Pulse width continuously 

adjustable ( < 5 to > 600nsec) 
9 8nsec pulse-pair resolution 

NIM . . . CAMAC . . . EG&G . . . 
Three names to keep together in your mind 

EG&G NIM modules are designed to work across this ad, or for an authoritative response to your 
the interfaces of computer-based NIM-CAMAC 
systems. We make CAMAC modules and NIM-
CAMAC hardware, too. 

For data sheets on the products described in 

interest in any phase of computer-based NIM-
CAMAC systems, write or call today. EG&G Inc., 
Nuclear Instrumentation Division, 500 Midland 
Road, Oak Ridge, Tenn. 37830. (615) 482-4429. 

NUCLEAR INSTRUMENTATION DIVISION 
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350 MHz 

REAL-TIME 

PORTABLE 

The N E W 485 is a portable 350-MHz*5mV/Div dual trace oscilloscope with 
a host of new features like: 

— 5mV/Dlv Sensitivity at full Bandwidth 
— 1ns Sweep Rate. No Magnifier. 
— Selectable Input Impedances: 50 Ohms and 1 Megohm 
— Alternate Delayed Sweep 
— Vertical Scale Factor Readout 
— External Trigger Display 
— X - Y Operation (3° phase shift at 5 MHz) 

— Reduced Weight, only 10 kg 

Price: from Fr. 17 330.— to 18 900.— 

We shall be glad to send you complete information. Please call 042/21 91 92 

* at 50 Ohms, 250 MHz at 1 Megohm 

T E K T R O N I X ® 
committed to 

technical excellence 

T E K T R O N I X I NTE R N AT I O N AL AG 

P O S T F A C H 5 7 6 3 0 1 Z U Q / S C H W E I Z 
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FIVES LILLE - C A I L 
Groupe Babcock Fives 

• Mecanique et chaudronnerie lourdes 
• Masses polaires en acier moule 
• Tuyauteries en aciers allies et inox 
• Portes, dalles et bouchons 
• Compresseurs d'air et de gaz 
• Turbines, groupes turbo-alternateurs 
• Traitement des minerais d'uranium 

(broyeurs, centrifuges de filtration, etc) 
• Appareils de levage et manutention, 

ponts roulants 
• Pieces sur plans 

• Heavy mechanical engineering and 
platework 

• Cast steel magnets 
• Alloy and stainless steel tubing 
• Air tight doors, plugs 
• Air and gas compressors 
• Turbines, turbo-generators 
• Uranium ore processing 

(grinding mills, centrifuges, etc) 
• Hoisting and handling equipment, 

overhead travelling cranes 
• Job-engineered parts 

Spezialfabrik fur 

Registrierpapiere 
Registriertinten 
Wachsschlchtpapiere 

zu alien schreibenden 
Instrumenten 

DIAGRAMMA 
Oskar Treyer 

Zi i rcherstrasse 152 
C H - 8 9 5 3 Dietikon 

Tel. (01) 88 84 83 
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Some people, still have the idea that TV cameras 
need good lighting conditions before they can 
work effectively. There is, of course, a wide range 
of vidicons for tungsten or daylight conditions, but 
until you know about our low light level tubes you 
haven't really seen anything. 

You can, for example, see a black cat in a dark 
room, clearly, sharply, continuously-with light 
levels as low as 10~5 foot candles. To do this a 
high-sensitivity 3-inch image isocon is used fibre-
optically coupled to a compact image intensifier 
which amplifies light 150 times. 
Sensitive though this unit is, it can't be put out 
of action by bright lights. Applications include 
night observation, astronomy, microscopy and 
nuclear physics. 

CRC28 

Andre Besson 
Ingenieur E.P.F.L. 

Transformateurs speciaux et normaux 

Automatismes, electronique : 

etudes, montage de prototypes 
et de moyennes series 

1260 NYON (Suisse) 

Ibis, rue d'Oulteret 
Telex : 27 328 bin ch 
Tel. (022) 61 35 06 
BoTte postale 61 

QUARTZ FIBRE 
POCKET DOSIMETERS 

Ask for literature giving details of full range and charging unit 

R. A. STEPHEN & CO. LTD. 
MILES ROAD — MITCHAM — ENGLAND CR 4 3YP 

EEV know how helps you see 
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Certain scientific work, or surveillance 
applications, might demand tubes that are 
sensitive to infra-red or ultra-violet light. EEV 
vidicons are available with special photosurfaces 
to satisfy these requirements. They're also avail­
able as short-lag types for high light levels or long-
lag types for integrating light over i to i second, 
the latter for viewing repetitive light of low levels, 
such as radar screens emit. 

In the EEV image isocon range there's a tube 
that can give radiologists a bright, moving X-ray 
picture in daylight - without exposing a patient to 
high X-ray dosage. In fact dose rates as low as 5 
micro-Rontgens per second can be used, so 
enabling prolonged diagnostic study. 
Ask for details of these or any other EEV camera 
tubes for industrial and specialist applications. i 

EEV know how. 
ENGLISH ELECTRIC VALVE CO LTD, Che lmsford , Essex, England, CM1 2QU. Tel : 0245 61777. Telex: 99103. Grams: Enelect ico Chelmsford. l 
A member of THE GEC ELECTRONIC TUBE CO LTD, a management company which unites the activities of English Electric Valve Co Ltd i n d The M-0 Valve Co Ltd 

from components 
to complete 
facilities all accelerators 
for all particles energies 
and power 

THOMSON-CSF 
DEPARTEMENT ACC£LERATEURS 
DOMAINE DE CORBEVILLE 
B.P.10 / 91 ORSAY / FRANCE / TEL. 907.77.33 
FOR INFORMATION IN THE U.S.A., THOMSON-CSF INC 
445, PARK AVENUE / NEW YORK / N. Y. 10022/TEL. 212.753.5046 

things in a different light. 
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Ou tout depend 
d'un infime apport 

de courant: 

Afin gu l l vive! 
L'alimentation ininter-
rompue en courant est 
garantie par une unite 
electrogene statique de 
secours GUTOR. 

Pour vous preserver des  
consequences d'un  
obscurcissement intem-
pestif! 
Les pannes de courant 
de courte duree sont 
surmontees automatique-
ment et infailliblement 
grace a une unite 
electrogene statique de 
secours GUTOR. 

Eviter des millions de  
dommages! 
Dans maintes raffineries 
du monde entier, l'alimen­
tation en courant des 
commandes electroniques 
est doublement assuree 
grace aux unites 
electrogenes statiques 
de GUTOR. 

Dans des regions isolees,  
les reparations repre­ 
sented des frais eleves! 
Cette usine de lique­
faction de gaz dans le 
desert de Lybie a Sarir 
est equipee d'onduleurs 
de haute fiabilite GUTOR, 
qui constituent un ele­
ment important de I'ali-
mentation des comman­
des electroniques. 

Des groupes electrogenes statiques pour courant continu 
ou alternatif, des convertisseurs statiques, des stabilisateurs de 

tension GUTOR assurent une alimentation ininterrompue 
et reglee de courant a maints points critiques dans le monde 

entier: dans la circulation, les hopitaux, les commandes 
electroniques, les departements d'ordinateurs, les centrales 

telephoniques et radio-telegraphiques. 

Demandez notre offre, si vous avez des problemes 
d'alimentation en courant electrique! 

X1UTOR 
G U T O R SA 

CH-5430 Wett ingen Te lephone 056 6 25 25 
Electronique industr iel le Produits normal ises en acier Transformateurs 
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Choose i 
LEAK DETEQOR 
to suit your 
application and 

FROM 

040 pn«range 
from the 
(ENTRONIC SERIES 

F U L L Y A U T O M A T I C C E N T R O N I C L D 8 0 0 
Automat ic Pumping Sequence, Fail-Safe Vacuum 
Protect ion, Quick Change Pre-Aligned Filaments, Ease of 
Maintenance, Demountable Detector and Cont ro l , . 
Built- in Sampling System, Versati le (Hel ium 4, Hel ium 
3/Helium 4), Leak detect ion down to I O ' 1 1 A t . cc/sec in 
components up to IOO litres capacity. Equally at home 
in both the Laboratory and on the product ion line and 
can detect a very wide range o f leak rates. 

C E N T R O N I C L D 4 0 0 w i t h High Performance 
and Low Cost.Dual Purpose Pumping System, Bui l t- in 
test leak, Fail-Safe Vacuum Protect ion, Qu ick Change 
Pre-Aligned Filaments, Single Lever Vacuum Con t ro l , 
Leak rates down to I O - 1 1 A t . cc/sec. 

CENTRONIC D E M O U N T A B L E DETECTOR 
A N D C O N T R O L For in-situ testing or mul t ip le 
checkpoint use. Specifically designed for vacuum systems 
repeatedly opened to atmosphere for the in t roduct ion 
of equipment o r materials, e.g. Environmental test ing 
chambers, linear accelerators, vacuum furnaces. 
Al lows rapid and frequent test ing at any point . 

SEND THIS COUPON TODAY!—• 
Please send me full details of your Centronic Series 
of Leak Detectors. 

Name._ 

Company^ 

Address 

Position 

Telephone No. 

20ttl CENTURY E1ECTR0NICSITD. 
Centronic Works , King Henry's Drive, New Addington, 
Croydon CR9 OBG England Telex 896474 

Wide Band, Precision 
CURRENT 
MONITOR 

With a Pearson current monitor and an 
oscilloscope, you can measure pulse or 
ac currents f rom milliamperes to kilo-
amperes, in any conductor or beam of 
charged particles, at any voltage level up 
to a million volts, at frequencies up to 
35 MHz or down to 1 Hz. 

The monitor is physically isolated from 
the circuit. It is a current transformer 
capable of highly precise measurement 
of pulse amplitude and waveshape. The 
one shown above, for example, offers 
pulse-amplitude accuracy of + 1 % , —0% 
(typical of all Pearson current monitors), 
20 nanosecond rise t ime, and droop of 
only 0.5% per mi l l isecond. Three db 
bandwidth is 1 Hz to 35 MHz. 

Whether you wish to measure current 
in a conductor, a klystron, or a particle 
accelerator, i t 's likely that one of our 
off-the-shelf models (ranging from l / 2 " 
to 1 0 % " ID) will do the job. Contact us 
and we will send you engineering data. 

P E A R S O N E L E C T R O N I C S I N C 
4007 T r a n s p o r t St. , Pa lo A l t o , C a l i f o r n i a 94303 

T e l e p h o n e ( 4 1 5 ) 3 2 6 - 7 2 8 5 
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T E X A S I N S T R U M E N T S 

MOS/LSI-lntegrierte Schaltungen 
Schieberegister 

M OS-Katalog prod ukte: 
Festwertspeicher 

TMS 3000 LR Dual 25-Bit Static 
TMS 3001 LR Dual 32-Bit Static 
TMS 3002 LR Dual 50-Bit Static 
TMS 3003 LR Dual 100-Bit Static 
TMS 3012 JR/NC Dual 128-Bit Static 
TMS 3016 LR Dual 16-Bit Static 
TMS 3028 LR Dual 128-Bit Static 
TMS 3101 LC/NC Dual 100-Bit Static 
TMS 3102 LC/NC Dual 80-Bit Static 
TMS 3103 LC/NC Dual 64-Bit Static 
TMS 3112 JC/NC Hex 32-Bit Static 
TMS 3113 JC/NC Dual 133-Bit Static 
TMS 3114 JC/NC Dual 128-Bit Static 
TMS 3304 LR Triple 66-Bit Dynamic 
TMS 3305 LR Triple 64-Bit Dynamic 
TMS 3309 JC/NC Dual 512-Bit Dynamic 
TMS 3314 JC/NC Triple 60 + 4-Bit Dynamic 
TMS 3401 LC/NC Single 512-Bit Dynamic 
TMS 3402 LC/NC Single 500-Bit Dynamic 
TMS 3406 LR/NC Dual 100-Bit Dynamic 
TMS 3409 JC/NC Quad 80-Bit Dynamic 
TMS 3412 JC/NC Quad 256-Bit Dynamic 
TMS 3413 LC/NC Dual 512-Bit Dynamic 
TMS 3414 LC/NC Single 1024-Bit Dynamic 
TMS 3417 JC/NC Quad 64-Bit Dynamic 
TMS 3419 JC/NC 9 x 128-Bit Dynamic 

TMS 2403 JC/NC 5 x 7 Char. Gen. USASCII 
TMS 2404 JC/NC 5 x 7 Char. Gen. EBCDIC 
TMS 2601 JC/NC 2048-Bit ROM/ sample 
TMS 2602, JC/NC Code Conv. USASCII to Select. 
TMS 2603 JC/NC Code Conv. EBCDIC to-USASCII 
TMS 2604 JC/NC Code Conv. USASCII to EBCDIC 
TMS 2605 JC/NC Code Gen. USASCII, BAUDOT, 

Select., EBCDIC 
TMS 2801 JC/NC Priority Encoder 
TMS 4103 JC/NC 64 x 35-Bit Char. Gen. USASCII 
TMS 4177 JC/NC 7 x 1 0 Char. Gen. USASCII 
TMS 4178 JC/NC 7 x 1 0 Char. Gen. USASCII 
TMS 4179 JC/NC 5 x 7 Char. Gen. EBCDIC 
TMS 4401 JC/NC 4096-Bit ROM 1024 X 4-Bit 
TMS 4405 NC 512-Words Sin. Gen. 
TMS 4886 JC/NC Char. Gen. 5 x 5 USASCII 
TMS 2301 JC/NC 2560-Bit Dyn. ROM, sample 
TMS 2501 JC/NC Char. Gen. 64 Char. 40-Bit 
TMS 2701 JC/NC Code Conv. USASCII to Selec. 

Aktivspeicher 

TMS 4003 JC/NC 256-Bit Static 
TMS 4006 JC/NC Dig. Stor. Buff. 13 x 6-Bit 
TMS 4062 NC 1024-Bit Dynamic v 

TMS 1103 NC 1024-Bit Dynamic 
TMS 4000 JC/NC 128-Bit Con. Addr. Mem. 
TMS 4024 JC/NC Dig. Stor. Buff. 64 x 9-Bit 
TMS 4028 NC 2048-Bit Dynamic 

Mehr-Kanal-Schalter 
TMS 6002 JC/NC 6-Channel 
TMS 6005 JC/NC 6-Channel 
TMS 6009 JC/NC 6-Channel 

Arithmetische Einheiten 
TMS 1802 NC 8-Digit, 4-Operat ions Calculator 
TMS 0201/TMS 0301 2-Chip 12-Digit Calculator 
TMS 5700 JC/NC Dig. Diff. Analyser 

Programmierbare MOS-Festwertspeicher nach Kundenkodierung: 
TMS 2400 JC/NC 2240-Bit Char. Gene. 5 x 7 
TMS 2600 JC/NC 2048-Bit ROM 256 x 8-Bit 
TMS 2800 JC/NC 1024-Bit ROM 256 x 4-Bit 

TMS 4100 JC/NC 2240-Bit Char. Gen. 35-Bit 5 x 7 
TMS 4400 JC/NC 4096-Bit ROM 512 x 8-Bit 
TMS 4880 JC/NC 2736-Bit Char. Gen. 5 x 7 or 5 x 6 

TMS 2300 JC/NC 2560-Bit Dynamic ROM 
TMS 2500 JC/NC 2560-Bit Char. Gen. (5 x 8) 
TMS 2700 JC/NC 3072-Bit ROM 

Kunden-Spezial-MOS-Schaltkreise 
angefertigt nach Kundenspezifikationen • hohe Komplexitat • kleine Abmes-
sungen • niedriger Stromverbrauch • TTL-kompatibel • hohe Zuverlassigkeit 
• Preisreduktion des Systems 

Verlangen Sie technische Beratung und Dokumentation 

Fabrimex AG 
8032 Zurich 
Kirchenweg 5 
Telef on 01 /470670 
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Quand un cable de television est-il parfait? 
Lorsque vous oubliez qu'il existe! 

Les cables de television Datwyler garantissent une transmission parfaitement fidele des signaux de tele­
vision, de la camera a I'emetteur, et de I'antenne au recepteur. Dans le domaine de la television industrielle, 
le nombre des possibilites et applications des cables a haute frequence Datwyler est impressionnant. Le 
probleme de la surveillance des endroits eloignes ou inaccessibles est ainsi facilement resolu. Selon I'uti-
lisation, les cables peuvent etre combines avec un nombre quelconque de fils de commande et de signa-
lisation, de telle sorte qu'un seul cable d'un encombrement reduit, vient a bout de nombreuses missions. 
Sur demande, tous les cables coaxiaux et de television industrielle Datwyler sont livrables en execution 
«lsoport» ; la corde d'acier inseree dans la gaine donne a ce cable la qualite d'autoporteur. Nos tech-
niciens sont prets a tout moment pour resoudre avec vous vos problemes de cables, s'il s'agit d'execution 
specialede cables a hautes frequences ou a frequences audibles, radar, radio, television, electronique, re-
cherche et application medicates, industrielles ou nucleaires !  

Cables pour hautes frequences 
et frequences audibles 

Datwyler SA, Manufacture Suisse de Cables, Caoutchouc et Plastique Industriels, Altdorf-Uri 

uatwulEr 
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Spiral Reader Saab, serial No. 2 in the agreeable Vienna! This powerful semi­
automatic measuring system helps Them to produce scientific results in a short 
time. 
Ask dr H Jeram at Institut fur Hochenergiephysik about it and then contact us: 
Saab-Scania, Industrial Systems Division, Fack, S-550 02 Jonkoping 2, Sweden 
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PERIPHERALS? Anything goes with 
the NS-700 PULSE HEIGHT ANALYZER 

N O R T H E R N E c o N zr. 

NS-ltO Casset te Tape Unit 

NS-459 Mixer/Router 

Wang Magnetic Tape System with 
NS-406M Magnetic Tape Control ler 

NS-450 Data Processor (Spectrum Stripper) Model 33-ASR Teletype 

In addit ion to the p e r i p h e r a l s s h o w n here, many 
others — including X-Y Recorders, Parallel Printers 
and Computer Interfaces to Nova, PDP-8 and PDP 
11/15 Systems - are available with the NS-700. 

rr — ik 
TRACOR, 

TRACOR EUROPA, N. V. 
SCHIPHOL AIRPORT / AMSTERDAM 
BUILDING 112A/THE NETHERLANDS 
TELEPHONE 020-151602/TELEX 13695 



CONTACT PARF AIT 
EN 1 MILLISECONDE 
INTERRUPTEUR A LAMELLE 
A BOUTON POUSSOIR 
PUSHBUTTON REED SWITCH 

L'interrupteur a lamelle a bouton poussoir se monte 
separement ou en disposition multiple. Les claviers 
«Keyboard» peuvent avoir n'importe quel nombre de 

touches. Les montages incorpores ont un systeme de code «diode-matrix» 
avec circuit integre qui donne la suite logique de deux touches, «strobe», etc. 
Existe en version «CHANGE OVER» ref 2 RB1. Les types 1 RB1 et 2 RB1 sont 
livrables avec voyant lumineux. 

T V I - T E L E V I S I O N I N D U S T R I E L L E S A 

Etude, realisation, vente, location 
78, avenue des Communes-Reunies 
1212 GRAND-LANCY - Tel. 43 71 40 

TV en circuit ferme 
Electronique industrielle 
Informatique 

Demande de documentation 

Societe : _ 

Tel.: _ 

Secteur d'activite: _Nom du destinataire: 

HELIUM — HYDROGIzNE — AZOTE — OXYG£NE 

— ARGON 

Pour toutes les applications des tres basses 

temperatures 

CONTAINERS BIOLOGIQUES 
DE CONSERVATION 

VASES DEWARS 

CONTAINERS DE STOCKAGE N 2 

RESERVOIRS He 

CRYOSTATS 

LIGNE DE TRANSFERT 

REGULATION DE NIVEAU 

REGULATION DE TEMPERATURE 

CRYO D IFFUSION 
28, rue Bayard — PARIS Vl l l e — Teleph. 225-53-69 
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C H A N N E L / 

M E D I A 
with 

Walther Quick Connect 

Couplings 

for all piped media • 

in nuclear research 

and technique • 

for all other applications 

and pressure ranges • 

Standard Programme • 

Purpose Designed Couplings. 

w a L f h e r p r a z i a i o n 

Carl Kurt Walther GmbH & Co. KG 
D-56 Wuppertal 11, Postfach 110377 L -

BahnstraBe 43-51 Tel. 783023 
Telex 8591611 

Generalvertretung fur die Schweiz: 
Wieland + Oertli AG J 

Postfach A 
L CH-8308 lllnau M 

Tel. 052-441488 
^ ^ ^ ^ ^ T e l e x 76450 wilor c h ^ ^ ^ ^ ^ H 



Digital Equipment's new family of 
big computers, DECsystem-10. Each of 
the five systems (2nd shown) is a 
price/performance giant. 

New faster, bigger processor. 
Expanded core memories. More COBOL 
features. New high performance dual 
>; density disk packs. Super multipro­

cessor systems. Improved card 
readers. New magtapes. And more. 

\ DECsystem -10 runs four functions: 
batch processing, multi-access 

SJHSBMi 

conversational timesharing, 
remote job entry (batch and time­

sharing), and real-time equally 
well and simultaneously. 

All five systems run all four 
functions using the same operating 
system with the same job control 
commands. All are serviced by the same 
language processors COBOL, ALGOL, 
FORTRAN, BASIC, MACRO, and many 
others. The only thing that changes is 
speed and capacity. 

Digital Equipment Corporation 
International-Europe, 81, Route de I'Aire, 
CH-1211 Geneva 26. Tel. 022/42 79 50, 
Telex 22683. 

Reading, London, Manchester, 
Birmingham, Edinburgh, Munich, 
Cologne, Hannover, Frankfurt, Vienna, 
Stockholm, Oslo, Copenhagen, Paris, 
Grenoble, The Hague, Brussels, Zurich, 
Milan. 
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VACUUM PRODUCTS 
Hositrad/Holland N.V. 

Hositrad / Holland N.V. is a company, specialised in the 
custom made High- and Ultra High Vacuum field. 

We have polishing facilities (chemical) and can handle 
any shape or object. 

This is one of the 
custom made pro­
ducts, made for one 
of our customers in 
the U.H.V. field. 

The sales representative for Veeco in Holland and 
Denmark. 

Amersfoort — Holland. Phone : 03490-10080. 

Entreprise de 
peinture 
batiment 
industrle 

J. Prezioso & Fils S.A. 
C.ER.N. - GENEVE 

Siege social : 

Botte postale N° 2 
38-SAINT-CLAIR DU RHONE 

Tel. (74) 85 53 07 
85 52 28 

Telex : 30 516-PREZIOSO SCLAR 

vanan 

STATOS 21 ® 

The revolut ion in the computermarke t 
• The fastest printer / plotter 
a 6000 characters per second 
• Compatible with all computers 
• Software and interfaces for most computers 

existing 
• Electrostatic writing technique 

Please ask for more information or a demonstration 
(7003 EE) 

Tel. 057 5 46 55 

DURTAL 
D E L E M O N T 

74, route de Porrentruy 

Telephone 066/22 39 44 

# Outils coupants de haute precision selon dessin. 

# Pieces d'usure, pieces speciales, recherches en 

nouveaux procedes d'usinage. 

I nd ustrievertretu ngen 
JunkhoIz333-CH-8968Mutschellen 
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OHM-metres de precision 
• Instruments portatifs pour mesurer des resis­

tances selon le principe d'un ohm-metre en pont 
de Kelvin ou Wheatstone 

• Type KB1 : Echelle 0,000050 a 105 Q 

• Type KB2 : Echelle 0,000500 a 1050 Q 

• Type PW3/E: Echelle 0,01 a 10 MQ 

• Exactitude : types KB1 et KB2 ± 0,2 %, 
type PW3/E ± 0,1 % 

ETHER LIMITED BERNE, 
Case postale 41 - 3000 Berne 26 - Tel. (031) 24 11 55 

TRANSFORMATEURS < 250 kVA 
SELFS, TRANSDUCTEURS 
TRANSFORMATEURS DE 
HAUTE TENSION ET COURANT 
ALIMENTATIONS ET DIVERS 
EQUIPEMENTS ELECTRONIQUES 

La maison de confiance depuis 1936 renommee 
pour ses produits de haute qualite et ses ingenieurs-
conseillers qui se tiennent a votreentiere disposition. 

Telephone (039) 4412 55 
Telex eab 35 3 65 

EAB Fabrique d'Appareils electriques S. A. 
2608 COURTELARY 

AN ©NT-OF-
THE-ORDINARY 
PLASTIC 
SCINTILLATOR 

fbroui-of ihe-onlinary 
The only solvent-bondable 
scintillator available, 
Pilot M provides: 
H Clear, high-strength joints for 

large and complex confi­
gurations, and applications 
involving physical stress 

• Superior light transmission 
• Excellent bonding to light 

pipes — ideal for 
cryogenic applications 

• Scintillation properties 
approaching Pilot B 

Send for 
complete data 
on Pilot M 
and other 
superior 
Pilot Chemicals 
scintillators. 

iJŜ l N e w E n g l a n d N u c l e a r 

^ ^ ^ ^ Pilot Chemicals DivisfonL 
In Europe: 

NEN Chemicals GmbH 
6072 Dreiefchenhair 

bet Frankfurt/!VL, 
Siemensstrasse 1, 
Postfach 71, German 
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Solartron's synthesizer signal generator el iminates 
those three operator headaches: keeping the signal 
generator within the bandwidth of the RX that 's being 
checked; having to reset output levels with each 
modulat ion change; and having to readjust controls 
with every f requency change. 

Just look at these advantages: 
• crystal accuracy and stability-3 parts in 10 9 over 24 
hours. We guarantee that the f requency you set today 
wil l be there tomorrow. Or the day after that ! 
• digital decade frequency setting-down to 10Hz 
resolut ion. Sett ing t imes a few seconds manually, or a 
few mi l l iseconds by electr ical p rogramming. 

• complete modulation facilities-AM, FM, SSB 
or Pulse. 

Solar t ron-Schlumberger are Europe's proven leaders 
in synthesizer signal generators. 

Tell us about your Laboratory or ATE requ i rement 
We'll be pleased to meet it. Precisely. 

15, rue du Jeu-de-l'Arc 
1207 Geneve — Tel. (022) 35 99 50 

Schlumberger 

Set it 
and forget it! 



CAMAC Fast Electronics 

INTERACTION 

Fast Electronics is used both for signal condi t ion ing and for sett ing-up decis ion networks. Why 
don' t you put these decis ion nets under computer control ? SEN has the necessary CAMAC 
Modules. (These modules are especial ly designed to accept and to deliver fast logic s ignals : 
— 1 6 m A across 50 ohms). 

Strobed Input Registers 16 P 2007 
S I Ft 2026 

Commonly referred to as "Pat tern Uni ts" , 
they convert any event pattern into a digital 
word . The S I R 2026 is also especial ly well 
suited as an "L-Request Modu le" . 

Output Register OR 2027 
A general purpose 12 bit register, wh ich can provide 
fast electronics wi th control variables. Typical appl i ­
cat ions include signal routing for test or cal ibrat ion 
purpose. This module can be instructed to deliver 
levels as well as pulses. 

Control led Gate 6 CG 2017 
A module made from MECL IC's for direct handl ing of fast signals or 
pulses. Three major func t ions : 
— Control l ing the f low of 6 fast signals. 
— Signal mul t ip lex ing, input select ion by Dataway command. 
— Signal demul t ip lex ing, output select ion by Dataway command. 

These modules are stock items. Many other modules in the CAMAC program are designed to 
deliver fast signal levels. Ask for detained l i terature. 

ELECTRQNIQUE 
1211 GENEVE 13 - SUISSE/SWITZERLAND - 31, a v. Ernest-Pictet - Tel.(022) 44 29 40 - Telex 23359 



feuerverz inkt 

g r o B e Tragfah igke i t 

schnel le M o n t a g e 

Baukastensystem 

R I E T H & C O 
Fabrik fiir Eisenkonstruktionen 
Kirchheim-Teck Tel. 6451 
Fernschr. 07267881 

• BELL & HOWELL 
AD-8 PCM-System 

For all analog tape recorders 

# Up to 8 signals on each tape track 
0 60 db SNR peak to peak at all tape speeds 
# output data available in analog or digital form 
# The digital output is suitable for computer 

analysis 
0 Useable as an A/D converter 
# No adjustment — easy to operate 
0 Linearity error max. 0.2 °/o 

Please ask for detained documentation 
or a demonstration. 

Industrievertretungen 
Junkholz 333-CH-8968 Mutschellen L i 

(7002 EE) 

Tel. 057 5 46 55 

E U R O V A N 

SAUVIN, 
Demenagements (membre EUROVAN) 

Service fret avion 

Camionnage officiel CFF 

GENEVE 

Gare de La Praille — Tel. (022) 43 80 00 
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SATEM 
Tous les produi ts du petrole 

Huiles de chauffage 

Carburants 

Lubri f iants 

SATEM 
14, p lace Cornavin 

Geneve 

Telephone (022) 32 71 30 
Telex N ° 22 336 

CERN Stores 

For sale : 

1 Impulphysik ruby laser, triggered by a Kerr cell, 
complete with power supply. 
Repetition rate : up to 1 pulse per second. 
Peak power: 50 Megawatts. 
Pulse width : 30 n/sec, divergence 1 mrad. 
Ruby diameter: 9.5 mm. 
Un-Q-switched mode energy : 5 joules. 
Ancillary equipment : calorimeter, biplanar photo-
diode, auto-collimator, prims, lenses, flash tubes. 

Those interested should contact the Stores-Salvage 
for further information at the following address : 

CERN - 1211 Geneva 23 (Ext 2180) 

FAST 
LOGIC 
MODULES 
Borer industrialized versions of CERN's 
wide range of types are: 

- Power saving ( = more modules 
per standard NIM-Bin) 

- Cooler running 

- Favourably priced 

- Delivered with a full industrial 
warranty 

Standard CERN versions are also readily 
available upon request 

CERN 
Type 

BORER 
Equiv Description 

Discriminators 1 Triggers 

N2620 
N2625 
N6009 

300 
302 
303 
350 

Shaper, cable timed 
Dual limiter 
Updating discriminator 
12-bit pattern unit 

Coincidences and OR's 

N6234 
N6237 
N6235 
N6236 
N4132 
N2629 

310 
312 
313 
314 
320 
315 

5-fold coincidence 
3 X 2-fold overlap 
3 X 2-fold coincidence 
5-in strobed coinc. 
6 input OR gate 
Mean timer 

Active accessories 

N4149 
N4160 
N2251 

323 
324 
332 
340 
955A 

2 X 6-fold fan-out 
8 X 4-fold fan-out 
Timing unit 
Quad pre-scaler 
1024-channel ADC 

Linear elements 

N2233 
N9053 

330 
361 
370 
701 

Linear gate 
Delav line 
Attenuator 
Remote control delay line 

4500 Solothurn 2, Switzerland. Tel. 065 48821. Telex 34228 
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Potent iometr ischer Koordinatenschreiber DIN A 3 
SERVOGOR XY, Type RE 551 

Transistorisierter XY-Schreiber mit elektrostat i-
scher Papierniederhaltung 
13 Empfindl ichkeitsstufen von0,05 bis500 rrlV/cm. 
Zusatzl ich in jedem Bereich kont inuier l iche Ver-
groBerung der Empfindl ichkei t bis auf das 
2,5fache mogl ich 

Genauigkeit ± 0 , 2 % vom Endwert oder ± 1 0 jxV 
Schreibbrei te: X-Achse . . . 37 cm 

Y-Achse . . . 28 cm 

Schreibgeschwindigkei t 40 cm/sec 
Aufzeichnung auf DIN A 3 Blatt mit Tinte 

Kalibrierte Nul lpunktunterdruckung fur die 
X-Achse in Stufen von 5 x 30 cm, fur die Y-Achse 
in Stufen von 5 x 20 cm 

Zei tablenkung (nur fur die X-Achse) einmalig 
oder mit automatischer Wiederholung in 8 Ge-
schwindigkei tsstufen von 0,1 bis 20 s/cm, Ampl i ­
tude einstel lbar von 5 — 37 cm 

NetzanschluB: 1 1 5 - 2 2 0 - 240 V, 50 Hz, ca. 100 VA 

GOERZ ELECTRO Ges .m. b. H., A-1101 Wien - Post fach 204 - T e l e x : 1 31 61 

Une saine alimentation: 
SODILEC a plein regime I SDPR 0 3 

DE TENSION PROGRAMMABLE 
dlrectement adaptable aux calculateurs (Interface incorporee) 
CARACT^RISTIQUES D'ENTR^E : 

Secteur : 127 V - 220 V ± 10 % 
(48 Hz a 60 Hz). 

Programmation : 2 mots DE 16 bits 
(Code BCD 1-2-4-8) dont 4 d'adresse. 
Soit automatique rcoupIage 
avec le registre entrees-sorties 
d'un calculateur. 
Soit manuelle par clavier 
situe en Face avant. 

CARACTERISTIQUES DE SORTIE : 
Alimentation bipolaire (4quadrants) 
2 gammes de tension : 

0 a ± 10 V 
0 a ± 60 V 

Courant : 1,5 A 
Temps 

d'execution : 50 y.s + 2 pts/V. 

PRESENTATION 
Adaptable au rack 
standard 19" -
Hauteur 3 U. 

CTTj^TJ ! I M _ —m 7, avenue Louise - 93-Neuilly-Plaisance O - - J U U l l c C Telephone: (1)927.38.07 Telephone : (1)927.38.07 
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The next generation is here now 

The SABRE IV is more than a laboratory recorder/reproducer. 
I t ' s a c o m p l e t e m a g n e t i c t a p e s y s t e m t h a t i s 
s e t t i n g N E W S T A N D A R D S in t h e a c c u r a t e 
r e c o r d i n g a n d r e c o v e r y of d a t a . . . w h e t h e r 
low o r h igh f r e q u e n c y , a n a l o g o r d i g i t a l . 

A SABRE IV in your laboratory means data reduc­
tion performance unmatched by other recorder/ 
reproducers. The SABRE IV allows you to reduce 
data up to 2.0 MHz in the direct mode and 500 
KHz in the FM mode with unequalled reproduction 

quality. With eight transport speeds the SABRE IV 
allows time base expansion and contraction ratios 
up to 128:1 . The Total Bandwidth Convertibility of 
the SABRE IV provides more capability than pre­
viously found in two or more recorder/reproducers. 

If you would like to know more about the most ad­
vanced magnetic tape systems available today. .. 
including the best portable system available today 
. . . write or call: 

S A N G A M O 
E l e c t r i c C o m p a n y 

The innovators in Tape Instrumentation 
P.O. Box 3347, Springfield, Illinois 62 708 / USA 

H.W TSCHAPPELER AG 
8008 Zurich 
Muhlebachstrasse 28 
Telefon (01) 34 07 77 

1007 Lausanne 
7, chemin des Bruyeres 
Tel. (021) 26 01 14 
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OUS LESf CONJRfiiES 
^ £ON OESlFTDetlFSJA FACON 

contrdles d'etanbheite 

| u . , -contrtfles dimer|sionneIs 
I et melrologiquei 

li controles bar-rafiiographie 

I"" contrdles par ulfra-^sons 

• . ;conjtr$les par ccfjrants 

CERCA 
V ' • : „ % . J25, rue dej Chony . ! ' . . . f 

i : C0MPAGNIE* 

| * . lj&lex<: 33.74 BRGLV { '< >' 1 : r 

COMPAC 
POpR L'STUDE E t LA' R f A L1 SAT I ON 

COMBUSTIBLES AfOMIQUES 
41, avinyavMollfsjgne 

- - ^ r i s yui e I 
Tel. 359-46-001 

ejex : 29 -|>42 - CERCfK - PARIS 
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IZERODUFT 

Opt 27 A 

Z E R O D U R is ideally sui ted for use in high resolut ion 
ast ronomical te lescopes due to except ional propert ies 
Inherent to this h igh-per formance mater ia l . 

Z E R O D U R is vir tual ly unaffected by temperature var iat ions. 
It is the zero expansion property of this glassy-crystal l ine 
material that permits cont inuous operat ion of te lescopes and 
makes thermostats superf luous. 

Z E R O D U R is extremely homogeneous and highly 
t ransparent. It offers pol ish ing propert ies equai to convent io­
nal opt ical glass and is recept ive to coat ings. Mirror 
blanks made of this g lassceramics are always suppl ied 
prec is ion-annealed. 

Send for our detai led data sheet and quotat ion on your 
speci f ic size requirements. 

SCHOTT J E N A E R G L A S W E R K S C H O T T & G E N . , M A I N Z 
(Wes t -Germany ) 

1 

A SIGNIFICANT NEW DEVELOPMENT FROM SCHOTT 


